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PREFACE

The [rusted compu{er s)s[em e~aluation criteria defined in this document classify systems
in[o four broad hierarchical di~risions of enhanced security protection. The cri[eria provide
a basis for the e~aluation of effectiveness of securitY controls built into automatic data .
processing system products. The criteria were developed with three objectives in mind: (a!
lo pro~ ide guidance 10 manufacturers M to what to build into their new. widely-available
trus[ed commercial produc[s in order (O satisfy trust requirements for sensitive applications
and as a standard for DoD evaluation thereof: (b) to provide users with a yards~ick with
which to assess the degree of trust that can be placed in computer systems for the secure
processing of classified or other sensitive information: and ~c) to provide a basis for
specifying securit! requirements in acquisition specifications. TWOtypes of requirements
are de; inealed for secure processing: (a) specific security feature requirements and (b]
assurance requirements. Some of the latter requirements enable evaluation personnel to
de!ermine if the required fea~ures are present and functioning as intended. The scope of
~hese criteria is ICIbe applied to the set of components comprising a trusted system. and is
no~ necessarily! 10 be applied to each system component indi~iduall!-. Hence. some
component> of a s!s[em ma} be complete!!” untrusted. while others may be individually
etalua[ed 10 a louer or higher e~aluation class than the trusted product considered as a
whole s}s[em. In ~ruj~ed produc~j at the high end of the range. the strength of the
reference moni[or is such [hat mos[ of the system components can be completely
untrus~ed. Though [he’criteria are intended to be application-independent. the specific
securit> fea!urc requirements may have to be interpreted when appl}-ing the criteria to
specific s!s~ems With their own functional requirements. applications or special “
en~ironmen~s :e. g.. communications processors. process control computers. and embedded
S}”stem>in genera! The underl)”ing assurance requirements can be applied across the entire
spec[runl of .ADP s}s~em or application processing environ men~s withou[ special
inle~pretalion.

.
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Historical Perspective

In October 1967. a task force ~as assembled under the auspices of the Defense Science
Board to address comppter security safeguards that would protect classified information in
remo~e-access. resource-sharing computer systems. The Task Force report. “Security
Controls for Computer Systems. ” published in February 1970, made a number of policy and
technics! recommendations on actions to be taken to reduce the threat of compromise of
classified information processed on remote-access computer systems .[38] Department of
Defense Direc~ile 5200.28 and its accompanying manual DoD 5200.28-M. published in
1972 and 19?3 respec~ivle). responded to one of these recommendations by establishing
uniform DoD polic}. securit) requirements. administrative controls, and technical measures
[o protect classified informa~ion processed by DoD computer systems. [ 11; 12] Research and
development work undertaken b) the Air Force. Advanced Research Projects Agency. and
other defense agencies in the earl)” and mid 70’s developed and demonstrated solution
approaches for the technical problems associated with controlling the flow of information in
resource and information sharing computer systems .[1] The DoD Computer Security
Initiative was started in 1977 under the auspices of the Under Secretarjp of Defense for
Research and Engineering to focus DoD efforts addressing computer security issues.[37]

Concurrent With DoD efforts lo address computer security issues. work was begun under
The leadership of the National Bureau of Standards (N’BS) to define problems and solutions
for building. evalua~ing. and auditing secure computer systems.[21 ] As part of this work
X BS held tuo in~”ita~ionalvorkshops on the subject of audit and evaluation of computer
securit}.[24:32] The first was held in March 1977. and the second in November of 1978.
One of the products of the second workshop was a definitive paper on the problems related
to providing criteria for the evaluation of technical computer security effectiveness .[24] As
an outgrowth of recommenda~ions from this report, and in support of the DoD Computer
Securi~) Initiative. the MITRE Corporation began work on a set of computer security
evaluation criteria tha~ could be used to assess the degree of trust one could place in a
computer system to protect classified data. [28:29 ;35] The preliminary concepts for
computer security evaluation were defined and expanded upon at invitational workshops and
symposia vhose participants represented computer security expertise drawn from industry
and academia in addition to the government. Their work has since been subjected to much
peer review and constructive technical criticism from the DoD, industrial research and
development organizations. universities. and computer manufacturers.

The National Computer Security Center, formerly named the DoD Computer Security
Evaluation Center. vas formed in January 1981 to staff and expand on the work started by
the DoD Computer Securit}’ initiative.[19] A major goal of the National Computer
Securit! Center as given in its DoD Charter is to encourage the widespread availability of
trusted computer s~.stems for use by those who process classified or other sensitive
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information. [ 13] The criteria presented in this document have e~ol~ed from the earlier NBS
and MITRE evaluation material.

Scope

The trusted computer system evaluation criteria defined in this document apply primarily to
trusted. commercially available automatic data processing (ADP) systems. They are also
applicable, as amplified below, to the evaluation of existing systems and to the specification
of security requirements for ADP systems acquisition. Included are two distinct sets of
requirements: 1) specific security feature requirements: and 2) assurance requirements. The
specific feature requirements encompass the capabilities typically found in information
processing systems employing general-purpose operating systems that are distinct from the
applications programs being supported. However. specific security feature requirements
may also apply to specific systems with their own functional requirements. applications or
speciai environments (e. g.. communications processors, process control computers, and
embedded systems in general). The assurance requirements. on the other hand. apply to
sys~ems that cover the full range of computing environments from dedicated controllers to
full range multilevel secure resource sharing systems.

Purpose

As outlined in the Preface. the criteria have been developed to serve a number of intended
purposes:

“ To provide a standard to manufacturers as to what security features to build into
their new and planned. commercial products in order to provide widely available
systems that satisfy trust requirements (with particular emphasis on preventing the
disclosure of data) for sensitive applications.

● To provide DoD Components with a metric with which to evaluate the degree of
trust that can be placed in computer systems for the secure processing of classified
and other sensitive information.

“ To provide a basis for specifying security requirements in acquisition
specifications.

With respect to the second purpose for development of the criteria. i.e.. providing DoD ‘
components with a security evaluation metric. evaluations can be delineated into two types:
(a) an evaluation can be performed on a computer product from a perspective that excludes
the application environment; or, (b) it can be done to assess whether appropriate security
measures have been taken to permit the system to be used operationally in a specific
environment. The former type of evaluation is done by the National Computer Security
Center through the Commercial Product Evaluation Process. That process is described in
Appendix A.

The latter type of evaluation, i.e., those done for the purpose of assessing a system’s
security attributes with respect to a specific operational mission, is known as a certification
evaluation. It must be understood that the completion of a formal product evaluation does
not constitute certification or accreditation for the system to be used in any specific
application environment. On the contrary, the evaluation report only provides a trusted
computer system’s evaluation rating along with supporting data describing the product
system’s strengths and weaknesses from a computer security point of view. The system
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I securit!  certification and the formal approval/accreditation procedure, done in accordance

with the applicable policies of the issuing agencies, must still be followed before a system
can be approv’ed  for use in processing or handling classified information.[ 1 1: 121 Designated
Approving Authorities (DAAs) remain ultimately responsible for specifying security of_ -
systems they accredit.

The trusted computer system evaluation criteria will be used directly and indirectly in the
certification process. Along with applicable policy, it will be used directly as technical
guidance for evaluation of the total system and for specifying system security and
certification requirements for new acquisitions. Where a system being evaluated for
certification .employs  a product that has undergone a Commercial Product Evaluation,
reports from that process will be used as input to the certification evaluation. Technical
data u-ill  be furnished to designers, evaluators and the Designated Approving Authorities to
support their needs for making decisio_ns.

Fundamental Computer Security Requirements
An! discussion of computer security necessarily starts from a statement of requirements.
i.e.. u hat it really means to call a computer system “secure.” In general. secure systems
uill  control. through use of specific security features. access to information such that only
properl)  authorized individuals. or processes operating on their behalf. will have access to
read. write. create. or delete information. Six fundamental requirements are derived from
thi> basic statement of objective: four deal with what needs to be provided to control
access to information: and two deal with how one can obtain credible assurances that this is
accomplished in a trusted computer system.

Policy
Requirement 1 - SXLRITY POLICY - There must be an explicit and
well-defined security policy enforced by the system. Given identified
subjects and objects. there must be a set of rules that are used by the
s!xtem  to determine whether a given subject can be permitted to gain access
to a specific object. Computer systems of interest must enforce a
mandatory security policy that can effectively implement access rules for
handling sensitive (e.g.. classified ! information.[  lo] These rules include
requirements such as: E\;o person lacking proper personnel security
clearance shall obtain access to classified information. In addition,
discretionary security controls are required to ensure that only selected users
or groups of users may obtain access to data (e.g., based on a need-
to-knov4  ,.

Requirement 2 - MARRING - Access control labels must be associated
with objects. In order to control access to information stored in a
computer. according to the rules of a mandatory security policy, it must be
possible to mark every object with a label that reliably identifies the
object’s sensitivity level (e.g., classification), and/or the modes of access
accorded those subjects who may potentially access the object.
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Accountability

Requirement 3- IDENTIFICATION - Individual subjects must be
identified. Each access to information must be mediated based on who is
accessing the information and what classes of information they are
authorized to deal with. This identification and authorization information
must be securely maintained by the computer system and be associated with
every active element that performs some security-relevant action in the
system.

Introduction .
“,

-
.-

Requirement 4- ACCOUNTABILITY - Audit information must be
selectively kept and p?otected so that actions affecting security can be
traced to the responsible party. A trusted system must be able to record
the occurrences of security-relevant events in an audit log. The capability to
select the audit events to be recorded is necessary to minimize the expense
of auditing and to allow efficient analysis. Audit data must be protected
from modification and unauthorized destruction to permit detection and
after-the-fact investigations of security violations.

Assurance

Requirement 5- ASSURANCE - The computer system must contain
hardware softvvare mechanisms that can be independently evaluated to
provide sufficient assurance that the system enforces requirements 1
through 4 above. In order to assure that the four requirements of Security
Policy. Marking. Identification, and Accountability are enforced by a
computer system. there must be some identified and unified collection of
hardware and software controls that perform those functions. These
mechanisms are typically embedded in the operating system and are designed
to carry out the assigned tasks in a secure manner. The basis for trus~ing
such system mechanisms in their operational setting must be clearl}’
documented such that it is possible to independently examine the evidence
to evaluate their sufficiency.

Requirement 6 - CONTINUOUS PROTECTION - The trusted
mechanisms that enforce these basic ~equirements must be continuously
protected against tampering and, or unauthorized changes. No computer
system can be considered truly secure if the basic hardware and software
mechanisms that enforce the security policy are themselves subject to
unauthorized modification or subversion. The continuous protection
requirement has direct implications throughout the computer system’s life-
cycle.

-.

These fundamental requirements form the basis for the individual evaluation criteria
applicable for each evaluation division and class. The interested reader is referred to
Section 5 of this document, “Control Objectives for Trusted Computer Systems, ” for a
more complete discussion and further amplification of these fundamental requirements as
they apply to general-purpose information processing systems and to Section 7 for
amplification of the relationship between policy and these requirements.
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Structure of the Document

The remainder of this documen~ is divided inlo two parts. four appendices. and a glossary.
Par! I (Sec~ions I ~hrough 4 presents the detailed criteria derived from the fundamental
requirements described above and relevant to the rationale and policy excerpts contained in
Part II.

Par~ 11 [Sections 5 through 10~ provides a discussion of basic objectives. rationale. and
national polic} behind the development of [he criteria, and guidelines for. developers
pertaining to: mandator} access control rules implementation, the covert channel problem,
and securit} [es~ing, It is divided into six sections. Section 5 discusses the use of control
objecti~”es in general “and presents [he three basic control objectives of the criteria. Section
6 provides the theoretical basis behind the cri~eria. Section 7 gives excerpts from pertinent
regula~ions. direc~i~es. OMB Circulars. and Executive Orders which provide the basis for
man} trus~ requirements ‘for processing nationally sensitive and classified information with
compuler S}’Sli!mS. Sec~ion 8 pro~ides guidance to system developers on expectations in
dezling uilh the co~er~ channel problem. Section 9 provides guidelines dealing vith
mandator! securl[! . Sec~ion 10 provides guidelines for security testing. There are four
append ]cc~. ]nc-]uding a description of the Trus~ed Computer S}’stem Commercial Products
Evaluation Process :. AppendixA. summaries of the evaluation divisions (Appendix BI and
classes .4ppendIx C . and final]! a direc[orj of requirements ordered alphabetical]!. In
addition. there is a glossar!.

Structure of the Criteria

The criteria are di~ided in~o four di~isions: D. C. B. and A ordered in a hierarchical
manner with ~he highej[ di~ision (A) being reser~med for systems providing the most
comprehensive securi~) Each dlf’ision represents a major impro~”ement in [he overall
confidence one can place in the s~s~em for the protection of sensitive information. Within
dl~lslons C and B there are a number of subditrisions knovn as classes. The classes are also

. . .

ordered in a hierarchical manner with s}’stems representative of division C and lower classes
of di~ision B be]ng characterized b! the se~ of computer securitj mechanisms that the~”
posse>s. Assurance of correc[ and complete design and implementation for these s}”stemsis
gained mostl} through testing of ~he security-relevant portions of the system. The securitj’-
relef’ant portions of a s}s[em are referred to throughout this documen[ as the Trus/ed
Con~pli?ltlgBase TC B S}s~ems represen~a[ive of higher classes in division B and di~”ision
A deri~e their securit! a~~ribu[es more from their design and implemen[a[ion s[ructure.
Increased assurance that the required fea[ures are operative. correct. and tamperproof under
all circumstances is gained through progressive]) more rigorous analysis during the design
process.

W’ilhin each Cliijj. four major- Se[s of criteria are addressed. The first three represent
features necessar} to satisf! the broad con~rol objectives of Security policy, Accountability}.
and Assurance that are discussed in Part 11. Section 5. The fourth se~. Documentation.
describes the ~ype of written evidence in the form of user guides. manuals. and the test and
design documen~ation required for each class.

A reader using this publication for the firs~ time ma! find it helpful to firs[ read Par[ 11.
before continuing on wi[h Par[ 1.
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Hlghli~h[ln~ is used in Par[ 1 [o indicate criteria not contained in a lower class or changes
and addi~i,on~to alread} defined criteria, W’here there is no highlighting. requirements have
been carried oier from lower ciaj~ej Rithout addition or modification.
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1.0 DIVISION D: MINIhlAL PROTECTION

This di\.ision  o n e  c l a s s .  I t  h a v e  
thst  fail
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2.0 DIVISION C: DISCRETIONARY PROTECTION

Classe> in this di\.ision  proude for discretionary (need-to-know protection and. through the
inclublon of eud~t capabilities. for accountability of subjects and the actions they initiate.
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Division C Class Cl -,:
.....-----...!,

~..-..

20I CLASS (CI): DISCRETIONARY SECURITY PROTECTION

The Trusred Compuring Base ~TCB~ of a class {Cl) ~>sstemnominall>s satisfies the
discrerionar>t securi[] requirement [S b~ pro riding separation of users and dara, It
incorporates some form o-f credible controls capable of enforcing access limitations on an
individual basis, i.e., ostensibl~esuitabIe for allowing users to be able to protect project or
private information and to keep other users from accidenralf>’reading or destroying their
data. The class (Cl ~environment is expected 10 be one of cooperating users processing
data at the same ie~el fs} of sensi[ii’it?’. The foi[o~~ing are minimal requirements for
s>wemsassigned a class {Cl) rating.

)
2.1.1

2.1

2.1.2

2.1

Security Policy

,1.1 Discretionary Access control

The TCB shall define and control access between named users and
named objects (e. g., files and programs) in the ADP system. The “
enforcement mechanism (e. g., self group public controls, access
control lists) shall allow users to specify and control sharing of those
objects by named indi~iduals or defined groups or both.

Accountability

,2.1 Identification and Authentication

The TCB shall require users to identify themselves to it before
beginning to perform any other actions that the TCB is expected to
mediate. Furthermore, the TCB shall use a protected mechanism
(e.g., passwords) to authenticate the user’s identity. The TCB shall
protect authentication data so that it cannot be accessed by any
unauthorized user.

.-.-

C

.
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2.1.3 Assurance

2.1.3,1 Operational Assurance

2.1.3.1.1

2.1.3.1.2

System Architecture

The TCB shall maintain a domain for its own execution that
protects it from external interference or tampering (e.g., by
modification of its code or data structures). Resources
controlled by the TCB may be a defined subset of the subjects
and objects in the ADP system.

System Integrity

Hard~areand’or software features shall be provided that canbe
used to periodically validate the correct operation of the on-site
hard~are and firmware elements of theTCB.

2.1.3.2 Life-Cycle Assurance

2,1 .3.2,1 security’ Testing

The security mechanisms of the ADP system shall be tested and
found to work acclaimed in the system documentation. Testing
shall be done to assure that there are no obvious ways for an
unauthorized user to bypass or otherwise defeat the security
protection mechanisms of theTCB. (See the Security Testing
guidelines. )

2.1.4 Documentation

2. 1.4.1

2.1,4.2

2.1,4.3

Securitv Features User’s Guide.

A single summary, chapter, or manual in user documentation shall
describe the protection mechanisms provided by the TCB, guidelines
on their use,and how they interact with one another.

Trusted Facility Manual

A manual addressed tothe ADP system administrator shall present
cautions about functions and privileges that should be controlled when
runninga secure facility.

Test Documentation

The system developer shallprovidetothe evahators adocarnent that
describes the test plan, test procedures that sho~how the security
mechanisms were tested, and results of the security mechanisms’
functional testing.
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2.1.4.4 Design Documentation

Documentation shall be available that provides a description of the
manufacturer’s philosophy of protection and an explanation of how
this philosophy is translated into theTCB. lfthe TCBis composedof
distinct modules, the interfaces between these modules shall be
described.
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2.2 CLASS (C2): CONTROLLED ACCESS PROTECTION

S!*stems  in this class enforce a more fine!\*  grained discretionary access control than K’l!
s!*stems,  making users individual/v  accountable for their actions through login procedures,
auditing of securitjvelevant  events, and resource isolation. The following are minimal
requirements for systems assigned a class K2) rating:

2.2.1 Security Policy

2.2.1.1 Discretionary Access Control
The TCB shail define and control access between named users and named
objects (e.g., files and programs) in. the ADP system. The enforcement
mechanism (e.g., self/group/public controls, access control lists) shall
allow users to specify and control sharing of those objects by named
individuals. or defined groups of individuals, or by both, and shall
provide controls to limit propagation of access rights. The
discretionary access control mechanism shall, either by explicit user
action or by default, provide that objects are protected from
unauthorized access. These access controls shall be capable of
including or excluding access to the granularity of a single user.
Access permission to an object by users not already possessing access
permission shall only be assigned by authori?ed users.

2.2.1.2 Object Reuse
All authorizations to the information contained within a storage object
shall be revoked prior to initial assignment, allocation or reallocation
to a subject from the TCB’s pool of unused storage objects. No
information, including encrypted representations of information,
produced by a prior subject’s actions is to be available to any subject
that obtains access to an object that has been released back to the
system.
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2.2.2 Accountability

Division C Class C2

2.2.2.1

2.2.2.2

Identification and Authentication

The TCB shall require users to identify ~hemselves to it before beginning
to perform any other actions that the TCB is expected to mediate.
Furthermore, the TCBshall useaprotected mechanism (e.g., passwords)
to authenticate the user’s identity. The TCBshall protect authentication
data so that it cannot be accessed by any unauthorized user. TheTCB
shall be able to enforce individual accountability by providing the
capability to uniquely identify each individual ADP system user. The
TCBshaU also provide the capabilityof associating this identity with
all auditable actions taken by that individual.

Audi~

The TCB shall be able to create, maintain, and protect from
modification or unauthorized access or destruction an audit trail of
accesses to the objects it protects. The audit data shall be protected
by the TCB so that read access to it is limited to those who are
authorized for audit data. The TCBshali beable to record the
following types of events: use of identification and authentication
mechanisms, introduction of objects intoa user’ saddress space (e.g.,
fiieopen, program initiation), deletion of objects, actions taken by
computer operators and system administrators and!or system security
officers, and other security relevant events. For each recorded event,
the audit record shall identify: date and time of the event, user, type
of event, and success or failure of the event. For identification
authentication events the origin of request (e.g., terminal ID) shallbe
included in the audit record. For events that introduce an object into
a user’s address space and for object deletion events the audit record
shall include the name of the object. The ADP system administrator
shall be able to selectively audit the actions of any one or more users
based on individual identity.

2.2.3 Assurance
—

2.2.3,1 Operational Assurance

2.2.3.1.1 System Architecture

The TCB shall maintain a domain for its own execution that
protects it from external interference or tampering (e. g., by
modification of its code or data structures). Resources controlled
bythe TCBmaybe adefined subset of thesubjects and objects in
the ADP system. The TCB shaIl isolate the resources to be
protected so that they are subject to the access control and
auditing requirements.
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2.2.3.1.2 System Integrity

Hardware and/or software features shall be provided that can be
used to periodically validate the correct operation of the on-site
hardware and firmware elements of the TCB.

2.2.3.2 Life-Cycle Assurance

2.2.3.2.1 Security Testing

The security mechanisms of the ADP system shall” be tested and
found to work as claimed in the system documentation. Testing
shall be done to assure that there are no obvious ways for an
unauthorized user to bypass or otherwise defeat the security
protection mechanisms of the TCB. Testing shall also include a
search for obvious flaws that would allow violation of resource
isolation, or that would permit unauthorized access to the audit
or authentication data. (See the Security Testing guidelines. )

2.2.4 Documentation
z,~e4,~

2.2.4.2

2.2.4.3

2.2.4.4

Securit\ Features User’s Guide.

A single summary. chapter. or manual in user documentation shall
describe [he pro[ec~ion mechanisms provided by the TCB, guidelines on
their use. and hov they interact with one another.

Trusted Facility Manual

A manual addressed to the ADP system administrator shall present
cau~ions about functions and privileges that should be controlled when
running a secure facilit}r. The procedures for examining and
maintaining the audit files as well as the detailed audit record
structure for each type of audit event shall be given.

Tes~ Documentation

The s}’stem developer shall provide to the evaluators a document that
describes the test plan. test procedures that show how the security
mechanisms were tested. and results of the security mechanisms’
functional testing,

Design Documentation

Documentation shall be available that provides a description of the
manufacturer’s philosophy of protection and an explanation of how this
philosoph}” is translated into the TCB. If the TCB is composed of
distinct modules, the interfaces between these modules shall be described.
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3.0 DIVISION B: MANDATORY PROTECTION

The no[ion of a TCB tha{ preserves the integrity of sensitivity labels and uses them to
enforce a se~ of mandator} access control rules is a major requirement in this division.
S}s~ems in this di~ision ,must carry the sensitivity labels with major data structures in the
s}.stem. The system developer also provides the security policy model on which the TCB is
based and furnishes a specification of the TCB. Evidence must be provided to demonstrate
that the reference monitor concept has been implemented.
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301 CLASS (Bl ): LABELED SECURITY PROTECTION

Class (B1 ~s~stems require all the features required for class ~C2). In addition, an
informal statement of the security polic~’mode!, data labeling. and mandator~. access
control over named subjects and objects mus[ be presenr, The capability must e.xis[for
accurate!)’ !abeiing exported information. Any flaws identified by testing must be
removed. The following are minimal requirements for s~”stemsassigned a class (B])
rating.

3.!, 1 Security Policy

3.1.1.1 Discretionary Access Control

The TC B shall define and control access between named users and named
objects (e.g., files and programs) in the ADP system. The enforcement
mechanism (e.g.. self/group/public controls, access control lists] shall
allow users to specify and control sharing of those objects by named .
individuals, or defined groups of individuals, or by both, and shall
provide controls to limit propagation of access rights. The discretionary
access control mechanism shall, either by explicit user action or by
default. provide that objects are protected from unauthorized access.
These access controls shall be capable of including or excluding access to
the granularity of a single user. Access permission to an object by users
not already possessing access permission shall only be assigned by
authorized users.

3.1.1.2 Object Reuse

All authorizations to the information contained within a storage object
shall be revoked prior to initial assignment, allocation or reallocation to
a subject from the TCB’S. pool of unused storage objects. No
information, including encrypted representations of information,
produced by a prior subject’s actions is to be available to any subject
that obtains access to an object that has been released back to the
system,
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3.1.1.3 Labels

Sensitivity labels associated with each subject and storage object
under its control (e.g., process, file, segment, device) shall be
maintained by the TCB. These labels shall be used as the basis for
mandatory access control decisions. In order to import non-labeled-
data, the TCB shall request and receive froman authorized trser the
security level of thedata, and all such actions shall be auditable by the
TCB.

3.1.1 .3.1

3.1.1 .3.2

Label Integrity

Sensitivity labels shall accurately represent security
specific subjects or objects with which they are

Ievels of the
associated.

When exported bythe TCB, sensitivity labels shall accurately
and unambiguously represent the internal labels and shall be
associated with the information being exported.

Exportation of Labeled Information

The TCB shall designate each communication channelandI/O
device as either single-leveler multilevel. Any change in this
designation shall be done manually and shall be auditable by the
TCB. The TCBshall maintain andbe able to audit any change
in the security level or levels associated with a communication
channel or I!O device.

3.1.1 .3.2.1

3.1.1 .3.2.2

Exportation to Multilevel Devices

When the TCB exports an object to a multilevel 1/0
device, thesensitivity label associated with that object
shall also be exported and shall reside on the same
physical medium astheexported information and shall be
in the same form (i. e., machine-readable or human-
readable form). When the TCB exports or imports an
object over a multilevel communication channel, the
protocol used on that channel shall provide, for the
unambiguous pairing between the sensitivity labels and the
associated information that is sent or received.

Exportation to Single-Level Devices

Single-1evel 1/0 devices and single-level communication
channels are not required to maintain the sensitivity labels
of the information they process. However, the TCBshaU
include a mechanism by which the TCB and an authorized
user reliably communicate to designate the single security
level of information imported orexported via single-level
communication channels or 1/0 devices.
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3.1.1.4

3.1.1 .3.2.3 Labeling Human-Readable Output

The ADP system administrator shall be able to specify the
printable label names associated with exported sensitivity
labels. The TCB shall mark the beginning and end of all
human-readable, paged, hardcopy output (e.g., line printer
output) with human-readable sensitivity labels that
properlyl represent the sensitivity of the output. The
TCB shall, by default, mark the top and bottom of each
page of human-readable, paged, hardcopy output (e.g.,
line printer output) with hurnan-wadable sensitivity labels
that properly’ represent the overall sensitivity of the
output or that properly’ represeut the sensitivity of the
information on the page. The TCB shall, by default and
in an appropriate manner, mark other forms of human-
readable output (e. g., maps, graphics) with human-
readable sensitivity labeis that properly’ represent the
sensitivity of the output. Any override of these marking
defaults shall be auditable by the TCB.

Mandatory Access Control

The TCB shall enforce a mandatory access control policy ov-er all
subjects and storage objects under its control (e. g., processes, files,
segments, devices). These subjects and objects shall be assigned
sensitivity labels that are a combination of hierarchical classification
levels and non-hierarchical categories, and the labels shall be used as
the basis for mandatory access control decisions. The TCB shall be
able to support two or more such security levels. (See the iMandatory
Access Control guidelines.) The following requirements shall hold for
all accesses between subjects and objects controlled by the TCB: A
subject can read an object only if the hierarchical classification in the “
subject’s security level is greater than or equal to the hierarchical
classification in the object’s security level and the non-hierarchical
categories in the subject’s security level include all the non-hierarchi-
cal categories in the object’s security level. A subject can write an
object only if the hierarchical classification in the subject’s security
level is less than or equal to the hierarchical classification in the
object’s security level and all the non-hierarchical categories in the
subject’s security level are included in the non-hierarchical categories
in the object ’s security level. Identification and authentication data
shall be used by the TCB to authenticate the user’s identity and to
ensure that the security level and authorization of subjects externalto
theTCB that may be created to act on behalf of the individual user
are dominated by the clearance and authorization of that user.

1 The hierarchical classification Cornpooeotin human-readable sensitivity labels shall be equal to the
greatest hierarchical classification of any of the information in the output that the iabels refer to; the
non-hierarchical category component shall include a)] of the non-hierarchical categories of the
information in the output the labels refer to, but no other non-hierarchical categories.
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3.1.2 Accountability
,.. ,-. .. . . . .

3.1.2.1 Identification and Authentication

The TCB shall require users to identify themselves to it before beginning -
to perform any other actions that the TCB is expected to mediate.
Furthermore. the TCBshall maintain authentication data that includes
information for verifying the identity of individual users (e.g.,
passwords)as wellas information for determining the clearance and
authorizations of individual users. This data shall beused by the TCB
to authenticate theuser’s identity and to ensure that the security level
and authorizations of subjects external to the TCB that may be
created to act on behalf of the individual user predominated by the
clearance and authorization of that user. The TCB shall protect
authentication data so that it cannot be accessed by any unauthorized
user. The TCB shall be able to enforce individual accountability by
proiiding the capabilit>-to uniquely identify each individual ADP system
user. The TCB shall also provide the capability of associating this
iden~it~”v’ith all audi~able actions taken by that individual.

3,1.2.2 Audi~

The TCB shall beable to create, maintain. and protect from modification
or unauthorized access or destruction an audit trail of accesses to the
objects it protects. The audit data shall be protected by the TCB so that
read access lo it is limited to those who are authorized for audit data.
The TCB shall be able to record the following types of events: use of
identification and authentication mechanisms, introduction of objects
in[o a user’s address space (e.g., file open, program initiation), deletion
of objects. actions taken by computer operators and system administra-
tors and~or system security officers, and other security relevant events.
The TCB shall also be able to audit any override of human-readable
output markings. For each recorded event. the audit record shall
identif): date and [ime of the event, user, type of event, and success or
failure of the event. For identificationiauthentication events the origin
of request (e.g.. terminal ID) shall be included in the audit record. For
even~s that introduce an object into a user’s address space and for object
deletion events the audit record shall include thenameof the object and
the object’s security level. The ADPsystem administrator shall be able
to select i~el! audi[ the actions of an}s one or more users based on
indi\+idual identi[}”and or object security level.

3.1.3 Assurance

3.1.3.1 Operational Assurance

3.1.3.1.1 SwtemArchitecture.

The TCB shall maintain a domain for its
protects it from external interference or
modification of its code or data structures).

own execution that
tampering (e. g.. by
Resources controlled
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3.1.3.1.2

by the TCB may be a defined subset of the subjects and objects in
the ADP system. The TCB shall maintain process isolation
through the provision of distinct address spaces under its
control. The TCB shall isolate the resources to be protected SO
that they are subject tc+ :he access control and auditing require-
ments.

System Integrity
Hardware and/or software features shall be provided that can be
used to periodically validate the correct operation of the on-site
hardware and firmware elements of the TCB.

3. I .3.2 Life-Cycle Assurance
. 3.1.3.2.1 Security Testing

The security mechanisms of the ADP system shall be tested and
found to work as claimed in the system documentation. A team
of individuals who thoroughly understand the specific imple-
mentation of the TCB shall subject its design documentation,
source code, and object code to thorough analysis and testing.
Their objectives shall be: to uncover all design and implementa-
tion flaws that would permit a subject external to the TCB to
read, change, or delete data normally denied under the
mandatory or discretionary security policy enforced by the TCB;
as well as to assure that no subject (without authorization to do
so) is able to cause the TCB to enter a state such that it is
unable to respond to communications initiated by other users.
All discovered flaws shall be removed or neutralized and the
TCB retested to demonstrate that they have been eliminated and
that new flaws have not been introduced. (See the Security *
Testing Guidelines.)

3.1.3.2.2 Design Specification and Verification
An informal or formal model of the security policy supported by
the TCB shall be maintained over the life cycle of the ADP
system and demonstrated to be consistent with its axioms.

3.1.4 Documentation

3.1.4.1 Security Features User’s Guide
A single summary, chapter, or manual in user documentation shall
describe the protection mechanisms provided by the TCB, guidelines on
their use, and how they interact with one another.
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3.1.4.2 Trusted Facility Manual

A manual addressed to the ADP system administrator shall present
cautions about functions and privileges that should be controlled when
running a secure facility. The procedures for examining and maintaining
the audit files as well as the detailed audit record structure for each type
of audit event shall be given. The manual shall describe the operator
and administrator functions related to security, to include changing
the security characteristics of a user. It shall provide guidelines on
the consistent and effective use of the protection features of the
system, how they interact, how to securely generatea new TCB,and
facility procedures, warnings, and privileges that need to becontrolied
in order to operate the facility in a secure manner.

3.1.4.3 Test Documentation

The system developer shall provide to the evaluators adocument that
describes the test plan, test procedures that show how the security
mechanisms v+ere tested, and results of the security mechanisms’
functional testing.

3. 1.4,4 Design Documentation

Documentation shall be available that provides a description of the
manufacturer’s philosophy of protection and an explanation of how this
philosoph} is translated into the TCB. If the TCB is composed of
distinct modules. the interfaces between these modules shall redescribed.
An informal or formal description of the security policy model
enforced by the TCB shall be available and an explanation provided to
show that it is sufficient to enforce the security policy. The specific
TCB protection mechanisms shall be identified and an explanation
gi}en to show that they satisfy the model.
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3.2 CLASS (B2): STRUCTURED PROTECTION

In class IB2} systems, the TCB is based on a clearly defined and documented formal
security polic>. model that requires the discretionary and mondator> access control
enforcement found in class (B]) s~”stemsto be extended to aIi subjects and objecn in the
ADP system. ln ‘addition, covert channels are addressed. The TCB must be carefull?
structured into protection-critical and non-protection-critical elements. The TCB interface
is ~’ell-defined and the TCB design and implementation enable it to be subjected to more
thorough !esting and more complete revie~s. Authentication mechanisms are strengthened.
trusted facility management is provided in the form of support for s?stem administrator
and operator functions, and stringent configuration management controls are imposed.
The system is relatively resistant to penetration. The following are minimai requirements
for systems assigned a class (B2) ruting:

3.2.1 Security Policy

3.2.1.1

3.2.1.2

Discretionary Access Control

The TCB shall define and control access between named users and named
objec~s (e.g.. files and programs) in the ,4DP system. The enforcement
mechanism (e. g.. self/group/public controls. access control lists) shall
allow users to specify and control sharing of those objects by named
individuals, or defined groups of individuals. or by both. and shal\
provide controls to limit propagation of access rights. The discretionary
access control mechanism shall, either by explicit user action or by
default, provide that objects are protected from unauthorized access.
These access controls shall be capable of including or excluding access to
the granularity of a single user. Access permission to an object by users
not already possessing access permission shall only be assigned by
authorized users.

Object Reuse

All authorizations to the information contained within a storage object
shall be revoked prior to initial assignment, allocation or reallocation to
a subject from the TCB’S pOOl of unused storage objects. No
information. including encrypted representations of information.
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3.2.1.3

produced by a prior subject’s actions is to be available to any subject
that obtains access to an object that has been released back to the

. system.

Labels
Sensitivity labels associated with each ADP system resource (e.g.,
subject, storage object, ROM) that is directly or indirectly accessible
by subjects external to the TCB shall be maintained by the TCB.
These labels shall be used as the basis for mandatory access control
decisions. In order to import non-labeled data, the TCB shall request
and receive from an authorized user the security level of the data;and all
such actions shall be auditable by the TCB.

3.2.1.3.1 Label Integrity
Sensitivity labels shall accurately represent security levels of the
specific subjects or objects with which they are associated. When
exported by the TCB. sensitivity labels shall accurately and
unambiguously represent the internal labels and shall be associated
v+.it  h the information being exported.

3.2.1.3.2 Exportation of Labeled Information
The TCB shall designate each communication channel and I/O
device as either single-level or multilevel. Any change in this
designation shall be done manually and shall be auditable by the
TCB. The TCB shall maintain and. be able to audit any change in
ihe security level or levels associated with a communication
channel or I/O device.

3.2.1.3.2.1

3.2.1 e3.2.2

Exportation to Multilevel Devices
When the TCB exports an object to a multilevel I/O device.
the sensitivity label associated with that object shall also be
exported and shall reside on the same physical medium as
the exported information and shall be in the same form (i.e..
machine-readable or human-readable form). When the TCB
exports or imports an object over a multilevel communica-
tion channel, the protocol used on that channel shall
provide for the unambiguous pairing between the sensitivity
labels and the associated information that is sent or
received.

Exportation to Single-Level Devices
Single-level I/O devices and single-level communication
channels are not required to maintain the sensitivity labels
of the information they process. However, the TCB shall
include a mechanism by which the TCB and an authorized
user reliably communicate to designate the single security
level of information imported or exported via single-level
communication channels or I/O devices.
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3.2.1 .3.2.3

3.~.l.3.3

3.2. L3.4

1
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Labeling Human-Readable Output

The ADP system administrator shall be able to specify the
printable label names associated with exported sensiti~it~
labels. The TCB shall mark the beginning and end of all
human-readable, paged, hardcopy output (e.g., line printer
output) with human-readable sensitivity labels that properly I
represent the sensitivity of the output. The TCB shall, by
default. mark the top and bottom of each page of human-
readable, paged, hardcopy output (e.g., line primer output )
with human-readable sensitivity labels that properly{
represent the overall sensitivity of the output or that
properly I represent the sensitivityy of the information on the
page. The TCB shall, by default and in an appropriate
manner, mark other forms of human-readable ou~put (e.g.,
maps, graphics) with human-readable sensitivity labels that
properly[ represent the sensitivity of the outpu~. An)
override of these marking defaults shall be auditable by the
TCB.

Subject Sensitivity Labels

The TCB shall immediately notify a terminal user of each
change in the security level associated with that user during an
interactive session. A terminal user shall be able to query the
TCB as desired for a display of the subject’s complete
sensitivity label.

Device Labels

The TCB shall support the assignment of minimum and
maximum security levels to all attached physical devices. These ..
security levels shall be used by the TCB to enforce constraints
imposed by the physical environments in which the devices are
located. —

3.2.1.4 Mandatory Access Control

The TCB shall enforce a mandatory access control policy
resources (i. e., subjects, storage objects, and I ‘O devices)

over all
that are

directly or indirectly accessible by subjects external to the TCB.
These subjects and objects shall be assigned sensitivity labels that are a
combination of hierarchical classification levels and non-hierarchical
categories, and the labels shall be used as the basis for mandatory access
control decisions. The TCB shall be able to support two or more such
security levels. (See the Mandatory Access Control guidelines. ) The

1Thehierarchicalclassificationcomponentin human-readablesensitivitylabelssha!!be equalto [he greawst
hierarchical classification of any of the information in the output that the labels refer ~o; the
non-hierarchicalcategorycomponentshallIncludea]]of (he non-hierarchicalcacegoraesof the ktforma[lon
in the ou[pu[[he labelsrefer[o. but no other non-hierarchical categories.
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1
3 following requirements shall hold for all accesses between all subjects

external to the TCB and all objects directly or indirectly accessible by
these subjects: A subject can read an object only if the hierarchical
classification in the subject’s security level is greater than or equal to the
hierarchical classification in the object’s security level and the
non-hierarchical categories in the subject’s security level include all the
non-hierarchical categories in the object’s security level. A subject can
urite an object only if the hierarchical classification in the subject’s
security level is less than or equal to the hierarchical classification in the
object’s security level and all the non-hierarchical categories in the
subject’s security level are included in the non-hierarchical categories in
the object’s security level. Identification and authentication data shall
be used by the TCB to authenticate the user’s identity and to ensure that
the security level and authorization of subjects external to the TCB that
ma’y be created to act on behalf of the individual user are dominated by
the clearance and authorization of that user.

3.2.2 - Accountability
3.2.2.1 Identification and Authentication

The TCB shall require users to identify themselves to it before beginning
to perform any other actions that the TCB is expected to mediate.
Furthermore, the TCB shall maintain authentication data that includes
information for verifying the identity of individual users (e.g., passwords)
as well as information for determining the clearance and authorizations
of individual users. This data shall be used by the TCB to authenticate
the user’s identity and to ensure that the security level and authoriza-
tions of subjects external to the TCB that may be created to act on
behalf of the individual user are dominated by the clearance and
authorization of that user. The TCB shall protect authentication data so
that it cannot be accessed by any unauthorized user. The TCB shall be
able to enforce individual accountability by providing the capability to
uniquely identify each individual ADP system user. The TCB shall also
provide the capability of associating this identity with all auditable
actions taken by that individual.

3.2 2.1.1 Trusted Path

The TCB shall support a trusted communication path between
itself and user for initial login  and authentication. Communica-
tions via this path shall be initiated exclusively  by a user.

3.2.2.2 Audit

The TCB shall be able to create. maintain. and protect from modification
or unauthorized access or destruction an audit trail of accesses to the
objects it protects. The audit data shall be protected by the TCB so that
read access to it is limited to those who are authorized for audit data.
The TCB shall be able to record the following types of events: use of
identification and authentication mechanisms. introduction of objects
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into a user’s address space (e.g., fiie open. program initiation), deletion
of objects, actions taken by computer operators and system administra-
tors and/or system security officers, and other security relevant events.
The TCB shall also be able to audit any override of human-readable
output markings. For each recorded event, the audit record shall
identify: date and time of the event, user, type of event, and success or
failure of the event. Foridentification/authenticationevents the origin
of request (e.g., terminal ID) shall be included in the audit record. For
events that introduce an object into a user’s address space and for object
deletion events the audit record shall include the name of the object and
the object’s security level. The ADP system administrator shall be able
to selectively audit the actions of any one or more users based on
individual identity and/or object security level. The TCB shall be able
to audit the identified events that may be used in the exploitation of
covert storage channels.

3.2.3 Assurance

3.2.3.1 Operational Assurance

3.2.3.1.1

3.2.3.1.2

3*~.3,1.3

System Architecture

The TCB shall maintain a domain for its own execution that
protects it from external interference or tampering (e. g., by
modification of its code or data structures). The TCB shall
maintain process isolation through the provision of distinct
address spaces under its control. The TCB shall be internally
structured into well-defined largely independent modules. It
shall make effective use of available hardware to separate those
elements that are protection-critical from those that are not.
The TCB modules shall be designed such that the principleof
least privilege is enforced. Features in hardware, such as
segmentation, shall be used to support logically distinct storage
objects vvithseparate attributes (name]y: readable, witeable).
The user interface tothe TCB shall be completely defined and “
all elements of the TCB identified.

System Integrity

Hardwareand/orsoftware features shallbe provided that canbe
used to periodically validate the correct operation of the on-site
hardware and firmware e!ements of the TCB.

Covert Channel Analysis

The system developer shall conduct athorough search for covert
storage channels and make a determination (either by actual
measurement or by engineering estimation) of the maximum
bandwidth of each identified channel. (See the Covert Channels
Guideline section.)
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3.2.3.1.4 Trusted Facility Management

The TCB shall support separate
functions.

3,2.3.2 Life-Cycle Assurance

3.2.3.2.1

3.2.3.2.2

3.2.3.2.3

operator and administrator

Security Testing

The security mechanisms of the ADP system shall be tested and
found to work as claimed in the system documentation. A team of
individuals V;ho thoroughly understand the specific implementation
of the TCB shall subject its design documentation, source code,
and object code to thorough analysis and testing. Their objectives
shall be: -to uncover all design and implementation flaws that
would permit a subject external to the TCB to read, change, or
delete data normally denied under the mandatory or discretionary
securit>”policy enforced by the TCB; as well as to assure that no
subject (without authorization to do so) is able to cause the TCB
to en~er a state such that it is unable to respond to communica-
tions initiated by other users. The TCB shall be found relatively
resistant to penetration. All discovered flaws shall be corrected
and the TCB retested to demonstrate that they have been
eliminated and that new flaws have not been introduced. Testing
shall demonstrate that the TCB implementation is consistent
with the descriptive top-level specification. (See the Security
Testing Guidelines. )

Design Specification and Verification

A formal model of the security policy supported by the TCB shall
be maintained over the life cycle of the ADP system that is proven
consistent with its axioms. A descriptive top-level specification
(DTLS) of the TCB shall be maintained that completely and
accurately describes the TCB in terms of exceptions, error
messages, a_nd effects. It shall be shown to be an accurate
description of the TCB interface.

Configuration Management ~

During development and maintenance of the TCB, a configura-
tion management system shall be in place that maintains control
of changes to the descriptive top-level specification) other design
data, implementation documentation, source code, the running
version of the object code, and test fixtures and documentation.
The configuration management system shall assure a consistent
mapping among all documentation and code associated with the
current version of the TCB. TOO~Sshall be provided for
generation of a new version of the TCB from source code. Also
available shall be tools for comparing a newiy generated version
with the pre~ious TCB version in order to ascertain that only
the intended changes have been made in the code that will
actuall} be used as the new version of the TCB.
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3.2.4 Documentation

3.2.4.1 Security Features User’ sGuide

A single summary, chap(er. or manual in user documentation shall
describe the protection mechanisms provided by the TCB, guidelines on
their use, and how they interact with one another.

3.2.4.2 Trus[ed Facility Manual

A manual addressed to the ADP system administrator shall present
cautions about functions and privileges that should be controlled when
running a secure facility. The procedures for examining and maintaining
the audit files as well as the detailed audit record structure for each type
of audit evenr shall be given. The manual shall describe the operator and
administrator functions related to security, to include changing the
security characteristics of a user. It shall provide guidelines on the
consistent and effective use of the protection features of the system. how
they interact. how to securely generate a new TCB. and facility
procedures. warnings. and privileges that need to be controlled in order
to operate the facility in a secure manner. The TCB modules that
contain the reference validation mechanism shall be identified. The
procedures for secure generation of a new TCB from source after
modification of any modules in the TCB shall be described.

3.2.43 Test Documentation.

The system developer shall provide to the evaluators a document that
describes the tes[ plan. ~est procedures that show how the security
mechanisms were tested. and results of the security mechanisms’
functional testing. It shall include results of testing the effectiveness
of the methods used to reduce covert channel bandwidths.

3.2.4.4 Design Documentation

Documentation shall be a~gailable that provides a description of the
manufacturer’s philosophy of protection and an explanation of how this
philosophy is translated into the TCB. Theinterfaces between the TCB
modules shall be described. A formal description of the security policy
model enforced b)’ the TCB shall be available and proven that it is
sufficient to enforce the security policy. The specific TCB protection
mechanisms shall be identified and an explanation given to show that
[hey satisfy the model. The descriptive top-level specification (DTLS)
shall be shown to be an accurate description of the TCB interface.
Documentation sha]] describe how the TCB implements the reference
monitor concept and give an explanation why it is tamper resistant,
cannot be bypassed, and is correctly implemented. Documentation
shall describe how the TCB is structured to facilitate testing and to
enforce least privilege. This documentation shall also present the
results of the covert channel analysis and the tradeoffs invo)ved in
restricting the channels. A1l auditable events that may be used in the
exploitation of known covert storage channels shall be identified. The
bandwidths of known covert storage channels, the use of which is not
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detectable bythe auditing mechanisms, shall be provided. (Seethe
Co~ert Channel Guideline section.)
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3.3 CLASS (B3): SECURITY DOMAINS

The class IB3) TCB musr sarisfi’ the reference monitor requirements that i{ mediate all
accesses of subjects ?Oobjecrs, be [amperproo.f, and be small enough IObe subjec[td [o
anai>sis and Iests. To this end, [he TCB is structured to e.vclude code not essen[ial to
securil) polic) en.forcemen!. \\i[)lsignificantt s?”stemengineering during TCB design and
imp[etnentation directed to~i.ardminimizing its comple.vit>.. A securit~- administrator is
suppor[ed, audit mechanisms are e.~panded to signa[ sec~irir?-relerant eren?s, and s]stem
recover>eprocedures are required. The s].stem is highl~. resis[ant to penetration. The
follo~~ingare minimal requirements -for s?wems assigned a class IB3) rating:

3.3.1 Security Policy

3.3.1.1

3.3.1.2

Discretionary Access Control

The TCB shall define and control access between named users and named
objects ie. g.. files and programs) in the ADP system. The enforcement
mechanism (e. g., access control lists] shall allow’ users to specify and ‘
control sharing of those objects, and shall provide controls to limit
propagation of access rights. The discretionary access control
mechanism shall. either by explicit user action or by default. provide that
objects are protected from unauthorized access. These access controls
shall be capable of specifying, for each named object, a list of named
indi~iduals and a Iist of groups of named individuals with their
respective modes of access to that object. Furthermore, for each such
named object, it shall be possible to specify a list of named individuals
and a list of groups of named individuals for which no access to the
object is to be given. Access permission to an objec~ by users not
already possessing access permission shall only be assigned by authorized
users.

Object Reuse

All authorizations to the information contained within a storage object
shall be revoked prior to initial assignment. allocation or reallocation to
a subject from the TCB’S pool of unused storage objects. NO
in forma ~ion. including encrypted representations of information.
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3.3.1.3

produced bya prior subject’s actions is to be available to any subject
that obtains access to an object that has been released back to the
system.

Labels

Sensiti~ity labels associated with
subject. storage object, ROM) that
subjec~s external to the TCB shall
labels shall be usedas the basis for

each ADP system resource (e.g.,
is directly or indirectly accessible by
be maintained bythe TCB. These
mandatory access control decisions. -

In order to import pen-labeled data, the TCBshall request and receive
from an authorized user the security Ievelof the data, and all such
actions shall be auditable bythe TCB.

3.3.1 .3.1

3.3.1 .3.2

Label Integrity

Sensitivity labels shall accurately represent securit} levels of the
specific subjects or objects with which ~he!. are associated. When
exported b~r the TCB. sensitivity labels shall accurately and
unambi~uousl~” represent the internal labels and shall reassociated
with the information being exported.

Exportation of Labeled Information

The TCB shall designate each communication channel and 1/0
dei’iceas either single-level or multilevel. Any change in this
designation shall be done manually and shall be auditable by the
TCB. The TCBshall maintain andbe able to audit any changein
the security level or levels associated with a communication
channel or I/Odevice.

3.3.1 .3.2.1

3.3.1 .3.2.2

Exportation to Multilevel Devices

When the TCB exports an object to a multilevel 1/0 device.
the sensitivity label associated with that objec[ shall also be
exported and shall reside on the same physical medium as
the exported information and shall be in the same form (i.e..
machine-readable or human-readable form). When the TCB
exports or imports an object over a multilevel communica-
tion channel, the protocol used on that channel shall
provide for the unambiguous pairing between the sensitivity
labels and the associated information that is sent or
received.

Exportation to Single-Level Devices

Single-level 1/0 devices and single-level communication
channels are not required to maintain the sensitivity labels
of the information they process. However, the TCB shall
include a mechanism by which the TCB and an authorized
user reliably communicate to designate the single security
leve] of information imported or exported via single-level
communication channels or 1/0 devices.
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3.3.1 .3.2.3 Labeling Human-Readable Output

.$

3.3.1 .3.3

3.3.1 .3.4

The ADP system administrator shall be able to specify the
printable label names associated with exported sensitivit~
labels. The TCB shall mark the beginning and end of all
human-readable, paged, hardcopy output (e.g., line printer
output ) with human-readable sensitivity labels- that properly 1
represent the sensitivity of the output. The TCB shall. by
default, mark the top and bottom of each page of human-
readable, paged, hardcopy output (e.g., line printer output )
with human-readable sensitivity Iabels that properlyl
represent the overall sensitivity of the output or that
properly 1 represent the sensitivity of the information on the
page. The TCB shall, by default and in an appropriate
manner. mark other forms of human-readable output (e.g,,

Imaps. graphics) with human-readable sensitivity labels that
properly~ represent the sensitivity of the output. Any
override of these marking defaults shall be audi(able b) [he
TCB.

Subject Sensitivity Labels

The TCB shall immediately notify a terminal user of each change
in the security level associated with that user during an interacti~’e
session. A terminal user shall be able to query the TCB as desired
for a display of the subject’s complete sensitivity label.

Device Labels

The TCB shall support the assignment of minimum and maximum
security levels to all attached physical devices. These securit}’
levels shall be used by the TCB to enforce constraints imposed b~
the physical environments in which the devices are located.

3.3.1.4 Mandatory Access control

The TCB shall enforce a mandatory access control policy over all
resources (i. e., subjects. storage objects, and 1/0 devices) tha~ are
directl}” or indirectly accessible by subjects external IO the TCB. These
subjects and objects shall be assigned sensitivity labels tha~ are a
combination of hierarchical classification levels and non-hierarchical
ca~egories. and the labels shall be used as the basis for mandatory access
control decisions. The TCB shall be able to support two or more such
security levels. (See the Mandatory Access Control guidelines. ) The
.follouring requirements shall hold for all accesses between all subjects
external to the TCB and all objects directly or indirectly accessible by

● ✍

1The hierarchicalclassificationcomponent in human-readable sensitivitylabelsshallbeequalto the greakst
hierarchical classification of any of the informa!; n: in the ou[put that ~helabels refer [o; the
non-hierarchicalca[egorycomponentshallmcludcall of [,;enon-hierarchicalcategoriesof the informa[lon
in the output the labels refer to. but no other non-hierarchical categories.
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these subjects: A subject can read an object only if the hierarchical
classification in the subject’s security level is greater than or equal to the
hierarchical classification in the object’s security level and the
non-hierarchical categories in the subject’s security level include all the
non-hierarchical categories in the object’s security level. A subject can
write an object only if the hierarchical classification in the subject’s
security level is less than or equal to the hierarchical classification in the
object’s security level and all the non-hierarchical categories in the
subject’s security level are included in the non-hierarchical categories in
the object’s security level. Identification and authentication data shall
be used by the TCB to authenticate the user’s identity and to ensure that
the security level and authorization of subjects external to the TCB that
may be created to act on behalf of the individual user are dominated by
the clearance and authorization of that user.

3.3.2 Accountability
3.3.2.1  Identification and Authentication

The TCB shall require users to identify themselves to it before beginning
to perform any other actions that the TCB is expected to mediate.
Furthermore. the TCB shall maintain authentication data that includes
information for Lerifying  the identity of individual users (e.g..  passwords)
as uell  as information for determining the clearance and authorizations
of individual users. This data shall be used by the TCB to authenticate
the user’s identity and to ensure that the security level and authoriza-
tions of subjects external to the TCB that may be created to act on
behalf of the individual user are dominated by the clearance and
authorization of that user. The TCB shall protect authentication data so
that it cannot be accessed by any unauthorized user. The TCB shall be
able to enforce individual accountability by providing the capability to
uniquely identif!.  each individual ADP system user. The TCB shall also
provide the capability. of associating this identity with all auditable
actions taken by that individual.

3.X2.1.1  Trusted Path

The TCB shall support a trusted communication path between
itself and users for use when a positive TCB-to-user connection is
required (e.g., login, change subject security level). Communica-
tions via this trusted path shall be activated exclusively by a user
or the TCB and shall be logically isolated and unmistakabl!
distinguishable from other paths.

3.3.X Audi t

The TCB shall be able to create. maintain. and protect from modification
or unauthorized access or destruction an audit trail of accesses to the
objects it protects. The audit data shall be protected b\. the TCB so that
read access to it is limited to those who are authorized for audit data.
The TCB shall be able to record the following types of events: use of
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identification and authentication mechanisms. introduction of objects
into a user’s addres> space (e.g., file open, program initiation], deletion
of objects, actions taken by computer operators and system administra-
tors and/or system security officers, and other security relevant events.
The TCB shalI also be able [o audit any override of human-readable
output markings. For each recorded event, the audit record shall
identify: date and time of the event, user, type of event. and success or
failure of the event. For identification/authentication events the origin
of request (e.g., terminal ID) shall be included in the audit record. For
events that introduce an object into a user’s address space and for object
deletion events the audit record shall include the name of the object and
the object’s security level. The ADP system administrator shall be able
to selectively audit the actions of any one or more users based on
individual identity and/or object security level. The TCB shall be able to
audit the identified events that may be used in the exploitation of covert
storage channels. The TCB shall contain a mechanism that is able to
monitor the occurrence or accumulation of security auditable events
that may indicate an imminent violation of security policy. This
mechanism shall be able to immediately notify the security
administrator when thresholds are exceeded and, if the occurrence or
accumulation of these security relevant events continues, the system
shall take the least disruptive action to terminate the e~ent.

3.3.3 Assurance

3.3.3.1 Operational Assurance

3.3.3.1.1 System Architecture

The TCB shall main~ain a domain for its own execution that
protects it from external interference or tampering leg.. b}”
modification of its code or data structures). The TCB shall
maintain process isolation through the provision of distinct address
spaces under its control. The TCB shall be internally structured
into well-defined largely independent modules. It shall make
effective use of available hardware to separate those elements tha~
are protection-critical from those that are not. The TCB modules’
shall be designed such that the principle of least privilege is
enforced. Features in hardware. such as segmentation. shall be
used to support logical]} distinct storage objects with separate
attributes [namely: readable. writeable). The user interface to the
TCB shall be completely defined and all elements of the TCB
identified. The TCB shall be designed and structured to use a
complete, conceptually simple protection mechanism with
precisely defined semantics. This mechanism shall play a
central role in enforcing the internal structuring of the TCB and
the system. The TCB shall incorporate significant use of
layering, abstraction and data hiding. Significant system
engineering shall be d:rected toward minimizing the complexity

.
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3.3.3.1.2

3.3.3.1.3

3.3.3. 1.4

3,3.3.1.5

of the TCB and excluding from the TCB modules that are not
protection-critical.

System Integrilv .

Hardware and/or soft~are features shall be provided tha~canbe
used [o periodical]! validate the correct operation of the on-site
harduare and firm~”are elemen~s of the TCB.

covert Channel Analysis

The system de~’eloper shall conduct a thorough search for covert
channels and make a determination (either by actual measurement
or by engineering estimation) of the maximum bandwidth of each
identified chatinel. (See the Covert Channels Guideline section. )

Trusted Facility Management

The TCB shall support separate opera[or and adminis~rator
func~ions. The functions performed in the role of a security
administrator shall be identified. The ADP system administra-
tive personnel shall only be able to perform security administra-
tor functions after taking a distinct auditable action to assume
the security administrator role on the ADP system. Non-
security functions that can be performed in the security
administration role shall be limited strictly to those essential to
performing the security role effectively.

Trusted Recovery

Procedures and or mechanisms shall be provided to assure that,
after an ADP system failure or other discontinuity, recovery
without a protection compromise is obtained.

3.3.3,2 Life-Cycle Assurance

303,3.J 1 se~urjl~ Testing.
The securi[) mechanisms of the ADP system shall be tested and
found [o vork as claimed in the system docurnenta[ion. A team of
individuals who thorough]}’ understand the specific implementation
of the TCB shall subject i~s design documentation, source code,
and objec~ code to thorough analysis and testing. Their objectives
shall be: to uncover all design and implementation flaws that
would permit a subjec[ ex~ernal to the TCB to read, change. or
dele~e data normally denied under the mandatory or discretionary
security policy enforced by the TCB: as well as to assure that no
subjec~ [withou~ authorization to do so) is able to cause the TCB
to enter a stale such that it is unable to respond to communica-
tions ini[iated b) other users. The TCB shall be found resistant
to penetration. All discovered flaw shall be corrected and the
TCB re(es[ed [o demonstrable that they’ have been eliminated and
[hat neu f!aws have not been introduced. Testing shall
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3.3.3.2.2

3.3.3.2.3

demonstrate that the TCB implementation is consistent with the
descriptive top-level specification. (See the Security Testing
Guidelines. ) No design flaws and no more than a few correct-
able implementation flaws may be found during testing and there
shall be reasonable confidence that few remain.

Design Specification and Verification

A formal model of the security policy supported by the TCB shall
be maintained over the life cycle of the ADP system that is proven
consistent with its axioms. A descriptive top-level specification
(DTLS) of the TCB shall be maintained that completely and
accurately’ describes the TCB in terms of exceptions. error
messages, and effects. It shall be shown to be an accurate
description of the TCB interface. A convincing argument shall be
given that the DTLS is consistent with the model.

Configuration Management

During development and maintenance of the TCB. a configuration
management system shall be in place that maintains control of
changes to the descriptive top-level specification. other design
data. implementation documentation. source code. the running
version of the object code. and test fixtures and documentation.
The configuration management system shall assure a consistent
mapping among all documentation and code associated with the
current version of the TCB. Tools shall be provided for
generation of a new version of the TCB from source code. Also
available shall be tools for comparing a ne~iy generated version
with the previous TCB version in order to ascertain that only the
intended changes have been made in the code that Mill actually be
used as the new version of the TCB.

3.3.4 Documentation

3.3,4.1

3.3.4.2

Securitv Features User’ s-Guide.
A single summary, chapter. or manual in user documentation shall
describe the protection mechanisms provided by the TCB. guidelines on
their use. and how they interact with one another.

Trusted Facility Manual

A manual addressed to the ADP system administrator shall present
cautions about functions and privileges that should be controlled when
running a secure facility. The procedures for examining and maintaining
the audit files as well as the detailed audit record structure for each type
of audit event shall be given. The manual shall describe the operator and
administrator functions related to security, to include changing the
security characteristics of ~ ~ser. It shall provide guidelines on the
consistent and effective use Or the protection features of the system. how
they interact, how to securely generate a new TCB, and facility

..

● .

..
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procedures. u*arnings.  and privileges that need to be controlled in order
to operate the facility in a secure manner. The TCB modules that
contain the reference validation mechanism shall be identified. The
procedures for secure generation of a new TCB from source afrer
modification of any modules in the TCB shall be described. It shall
include the procedures to ensure that the system is initially started in
a secure manner. Procedures shall aiso be included to resume secure
system operation after any lapse in system operation. .

Test Documentation3.3.4.3

3.3.4.4
.

The system developer shall provide to the evaluators a document that
describes the test plan. test procedures that show how the security
mechanisms were tested. and results of the security mechanisms’
functional testing. It shall include results of testing .the effectiveness of
the methods used to reduce covert channel bandwidths.

Design  Documentation
Documentation shall be available that provides a description of the
manufacture:3  philosophy of protection and an explanation of how this
philosoph!  is translated into the TCB. The interfaces between the TCB
modules shal! be described. A formal description of the security poliq
mode! enforced b!, the TCB shall be available and proven that it is
sufficient to enforce the security policy. The specific TCB protection
mechanisms shall be identified and an explanation given to show that
the! satisf!. the model. The descriptive top-level specification (DTLS)
shall be shown to be an accurate description of the TCB interface.
Documentation shall describe how, the TCB implements the reference
monitor concept and give an explanation why it is tamper resistant,
cannot be bypassed. and is correctly implemented. The TCB
implementation (i.e., in hardware, firmware, and software) shall be
informally shown to be consistent with the DTLS. The elements of
the DTLS shall be shown, using informal techniques, to correspond to
the elements of the TCB. Documentation shall describe how the TCB
i% strucrured to facilitate testing and to enforce least privilege. This
documentation shall also present the results of the covert channel
anal!,sis  and the tradeoffs involved in restricting the channels. All
auditable events that may be used in the exploitation of known covert
storage channels shall be identified. The bandwidths of known covert
storage channels. the use of which is not detectable by the auditing
met hanisms. shall be provided. (See the Covert Channel Guideline
section. I
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4.0 DIVISION A: VERIFIED PROTECTION

Thl>  dl\wofl  1s characterized  by the use of formal security verification methods to assure
that rhs ml!:ldator! and discretionary securit)’  controls employed in the system can
effecwel! protect classified or other sensitive information stored or processed by the
S! ~terll Esrensne documentation is required to demonstrate that the TCB meets the
securir! requirements in all aspects of design. development and implementation.
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4.1 CLASS (Al ): VERIFIED DESIGN

S>”sletnsin c[ass (.4~1 are -f[!ncliotlai!)’ eqtill”aletll to Ihosc in class ~~~~in lhol no
additional archi(~crural fearlires or po[ic?.requiretnents are ua’ded. The distinguishing
-ftiu[urt of 51S1CIN5 it~ [his CIUSSIS rhd ut~ui)sis d~ri~ed Jwn Jormal de~ign specification
and \ t’rijication [ccilniqucs and rhe resulting high degree o]”assurance rhut [he TCB is
corrcc![’iintplcmcn led. Ti~isassurance is dereh~pmcntal in tlc:urc, starting ~~ilha jormal
model (>-f[he s~curit~ polic.;’and a formal top-ie \*elspecification IFTLS} of !he design.
!ndepcnden[ o-f {he curricular spcci.fica[ion Iat]g:iageor wri.ticotion s?we)n used, thew are
J7\e impwtan t cri12riafor class (A1} design i’erificalion.%

“ A formal model of rho sccuri[) polic>. mus[ be clearl>. identified and
documented, including a murhematical prooj- that rhe model is eonsistenr ~~.ithits
a.~iomsand is suvfficienl to supporl the securit>.polic>.

* An FTLS must be produced tilat includes abstracl dcfini[ions OJ the .funclions
the TCB per-forms and of rhe Ilardiiare and/or firm \\are mechanisms that are
used to suppw sepura[~e.~ccuriondonlui)]~.

In keeping 11ilil rhc c.vtensi~c design atld dciclopn]en! (I)iul>sisof the TCB rcqliired of
s~sstetns in class (A 1), more stringent confi~uration management is required and
procedures are established -for securel~ disl,rihi([t)]gIhe ~l.wctn to sires. A s~.s[emwcurit>
adtnini~tra[or is supported.

The follo~~ingare minimal requirements -for s~stems assigned a class {A1} raring:
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4. I . I Security Policy

4.1.1.1

4.1.1 .z

4.1.1.3

Discret  ionar\.  Access Cant rol1

The  TC‘B sha!l dcftnc and control access betwen  named users and named
objects (e.g.. files and programs, in the ADP system. The enforcemeat
mechanism rc.9.. access control lists ) shall allow users to specify and
control sharing of those objects. and shall provide controls to limit
propagstion  of access right\. The  discretionary access control
mechanism shzll.  either by explicit user action or by default. provide that
objects are protected from unauthorixd access. These access controls.
shall be capable  of specifying. for each named object. a list of named
individuals and a list of groups of named individuals with their respective
modes of access to that object. Furthermore. for each such named
object. it shall be_ possible to specify a list of named individuals and a list
of g;oups of named individuals for which no access to the object is to be
gi\*en. Access permission to an object by users not already possessing
access permkion shcli  only b: asbigned  by authorized  users.

Ob iect Reuses

All authorization3 to the iniormxion  contained within a storage object
shall bc revoked prior to initial assignment. allocation or reallocation to
a subject from the TCB’s  pool of unused storage objects. Ko
information. including encrypted representations of information.
produced by a prior subject’s actions is to be available to an>* subject
that -obtains  access  to an object that has been released back to the
system.

Labels
Sensitkity 1~bc13  associated Gth each ADP system resource (e.g..
subject. storage object. ROM 1 that is directly or indirectly accessible b)
subjects external to the TCB shall be maintained by the TCB. These
labels shall be used as the basis for mandatory access control decisions.
In order to import non-labeled data. the TCB shali request and receive
from an authorized user the security level of the data. atid all such
actions shall be auditable by the TCB.

4.1.1.3.1

4.1.1.32

Label Interrit\-c .

Sensitivii!  labels shdli  accui3lcl)~  represent security levels of the
specific subjects or objects with which they arc associated. When
exported by the TCB. scnbitivity  Iabcl~ <hall accurately a n d
unambigu~usl!  represent the internal  labels  and shall bc associated
\\ it h the information being exported.

Exportak,n  of Labeled  Information
The TC’B  shdll  dc\ignatc each communication channel and I/O
de\  ice as eithcv  sin&-lewl  OI nxlltile\Ve!.  .4ny change in this
designation shall be done manually and shall be auditable by the
TCB. The  TCB  bhall  maintain and be able to audit any change in
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the security level or levels. associated with a communication
channel or 1/0 de~ice.

4.1.1 .3.2.1

4.1.1 .3.2.2

4.1.1 .3.2.3

Exportation to Multilevel Devices

When the TCB exports an object to a multile~rel Ii’Odevice.
the sensitivity label associated with that object shall also be
exported and shall reside on the same physica~ medium as
the exported information and shall be in the sam ~ form (i.e.. “
machine-readable or human-readable form). When the TCB
exports or imports an object over a multilevel communica-
tion channel. the protocol used on that channel shall
provide for the unambiguous pairing between the sensitivity
labels and the associated information that is sent or
received.

Exportation to Single-Level Devices

Single-1evel 1/0 devices and single-level communication
channels are not required to maintain the sensi~ivi[! labels
of the information they process. However. the TCB shal]
include a mechanism by which the TCB and an authorized
user reliably communicate to designate the single securit~
level of information imported or exported via single-level
communication channels or 1/0 devices.

Labeling Human-Readable Output

The ADP system administrator shall be able to specif~ the
printable label names associated with exported sensitivity}
labels. The TCB shall mark the beginning and end of all
human-readable. paged. hardcopy output [e.g.. line printer
output ~with human-readable sensitivity labels that proper]) 1
represent the sensitivity of the output. The TCB shall. b) .
default. mark the top and bottom of each page of human-
readable. paged, hardcopy output (e.g.. line printer output J
with human-readable sensitivity labels that properly’
represent the overall sensitivity of the output or that
properly 1 reprment the sensitivity of the information on the
page. The TCB shall. by default and in an appropriate
manner. mark other forms of human-readable output (e.g..
maps, graphics) with human-readable sensitivity labels that
properly! represent the sensitivity of the output. Any
override of these marking defaults shall be auditable by the
TCB.

.

1Thehierarchicalclassificationcomponentin human--,.~a--Iesensitivitylabelsshallbc equal[o the greatest
hierarchical classification of any of the information in the output that (he labels refer 10: [he
non-hierarchicalcategorycomponentshall includeall of the non-hierarchicalcategoriesof ;he mforma[lon
in the OU[put the labelsreferto, but no other non-ticrarchlcalcategories.
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4.1.1 .3.3

4.1.1 .3.4

4.1.1.4

Subject Sensi~;vity Labels

The TCB shall immediate) notify a terminal user of each change
in the securit~” level associated with that user during an interactive
session. A terminal user shall be able to quer} the TCB as desired
for a display of the subject’s complete sensitivity label.

De\ice Labels

The TCB shall support the assignment of minimum and maximum
securitj levels to all attached physical devices. These securit}’ -
levels shall be used by the TCB to enforce constraints imposed by
the ph)’sical environments in which the devices are located.

Mandatorv Access Control. .

The TCB shall enforce a mandatory access control policy over all
resource> ~i.e.. subjec[s. storage objects. and 1/0 devices) that are
dlrec[l) or indirect]) accessible b} subjects external [o the TCB. These
sub Jects and objects shall be assigned sensitivi~j’ labels that are a
combina~ion of hierarchical classification levels and non-hierarchical
categories. and the labels shall be used as the basis for mandatory access
con~rol decisions. The TCB shall be able ~o support two or more such
securi~} Ie\”els. [See the Manda~ory Access Control guidelines. ) The
follo~~ing requirements shall hold for all accesses be[ween all subjects
ex[ernal [O the TCB and all objects directly or indirectly accessible b}
these subjec[s: A subject can read an object only if the hierarchical
classification in the subject’s securit!- level is greater than or equal to the
hierarchical classification in the object’s securit~ level and the
non-hierarchical categories in the subject’s securi[y level include all the
non-hierarchical categories in the object’s security level. A subject can
wri~e an object onl)’ if the hierarchical classification in the subject’s
securi[! le~el is less ~han or equal to the hierarchical classification in the
objtc[’s securi~} le~.el and all the non-hierarchical categories in the
Subjec[’s securi[j level are included in the non-hierarchical categories in
[he objec[’s securi[}’ level. Identification and authentication data shall
be u~~d b! the TCB to authenticate the user’s iden~i~}”and [o ensure that
the securi[) lei’el and authorization of subjects ex~ernal to the TCB that
ma} be created [o act on behalf of the individual user are dominated b)
the clearance and authorization of that user.

4.1.2 Accountabilityy

Identification and Authentication

The TCB shall require users to identify themselves to it before beginning
10 perform an} other actions that the TCB is expected to mediate.
Fur~hermore. the TCB shall maintain authentication data that includes
information for ~.erif)ing the identit)” of individual users (e.g.. passwords)
as ~le!! as information for determining the clearance and authorizations
of indl Jidual users. This data shall be used by the TCB to authenticate
[he user’ s iden~i[> and [o ensure that the security level and authoriza-
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tions of subjects external to the-TCB that may be created to act on
behalf of the indi~idual user are dominated by the clearance and
authorization of that user. The TCB shall protecl authentication data so
that it c~nnot be accessed by any unauthorized user. The TCB shall be
able to enforce individua! accountability by pro~’iding the capability to
uniquely identify each individual ADP system user. The TCB shall also
provide the capability of associating this identity with all auditable
actions taken by that individu:~l.

4. 1.2.1.1 Trusted Pa[h

The TCB shall support a trusted communication path between
itself and users for use when a positive TCB-to-user connection is
required (e.g., login, change subject security level). Communica-
tions via this trusted path shall be activated exclusively by a user
or the TCB and shall be logically isolated and unmistakably
distinguishable from other paths.

4,1 .2.2 Audit

The TC’Bshall be able to create. maintain. and protect from modification
or unauthorized access or destruction an audit trail of accesses to the
objects it protects, The audit data shall be protected by the TCB so that
read access to it is limited to those who are authorized for audit data,
The TCB shall be able to record the following types of events: use of
identification and authentication mechanisms, introduction of ob]ec[s
into a user’s address space (e.g.. file open, program initiation), deletion
of objects. ac[ions taken by computer operators and system administra-
tors and:or system security officers. and other security relevant events.
The TCB shall also be able to audit any override of human-readable
output markings. For each recorded event, the audit record shall
identify: date and time of the event. user. type of event. and success or
failure of the event. For identification/authentication events the origin .
of request (e.g.. terminal [D) shall be included in the audit record. For
events that introduce an object into a user’s address space and for object
deletion events the audit record shall include the name of the object and
the object’s security level. The ADP system administrator shall be able
to selectively audit the actions of any one or more users based on
individual iden[ity and;or object securi[y le~el. The TCB shall be able to
audit the identified events that may be used in the exploitation of covert
storage channels. The TCB shall contain a mechanism that is able to
monitor the occurrence or accumulation of security auditable events that
may indicate an imminent violation of security policy. This mechanism
shall be able to imnlediately notify the security administrator when
thresholds are exceeded and, if the occurrence or accumulation of these
security relevant events continues. the system shall take the least
disruptive action to terminate the event.

.

)

.-
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4.1.3 Assurance

4.1.3.1 Operational Assurance
4 . 1 . 3 . 1 . 1 System Architecture

The TCB shall maintain a domain for its own execution that
protects it from external interference or tampering (e:g., by
modification of its code  or data structures). The TCB  shall
maintain process isolation through the provision of distinct address
spaces under its control. The TCB shall be internally structured
into well-defined largely independent modules. It shall make
effective use of available hardware to separate those elements that
are protection-critical from those that are not. The TCB modules
shall be designed such that the principle of least privilege is
enforced. Features in hardware, such as segmentation. shall be
used to support logically distinct storage objects with separate
attribures  rnams!v. readable. writeable  I, The user interface to the
TCB shall be cdmpletely  defined and all elements of the TCB
idenrified. The TCB shall be designed and structured to use a
complete. conceptually simple protection mechanism with
preciseI>.  defined semantics. This mechanism shall play a central
role  in enforcing the internal structuring of the TCB and the
system.  The  TCB shall incorporate significant use of layering.
abstraction and data hiding. Significant system engineering shall
be directed toward minimizing the complexity of the TCB and
excluding from the TCB modules that are not protection-critical.

4.1.3.1.2

4.1.3.1.3

4.1.3.1.4

Swem IntegriNw I

Hardware and or software features shall be provided  that can be
used  to periodically validate the correct operation of the on-site
hdrdwrr:  and firmware elements of the TCB.

Coxm Channel Analysis
The syst_sm developer shall conduct a thorough search for covert
channels and make a determination ieither  by actual measurement
or by engineering estimation; of the maximum bandwidth of each
identified channel. (See the Covert Channels Guideline section.1
Formal methods shall be used in the analysis.

Trusted Facility Management
The TCB shall support separate operator and administrator
functions. The functions performed in the role of a securiq
administrator shall be identified. The ADP system administrative
personnel shall only  be able to perform securit).  administrator
functions after taking a distinct auditable action to assume the
security administrator role on the ADP system. Non-security
functions that can be performed in the security-  administration role
shall be limited strictly to those essential to performing the
securirj.  role effectively.
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4. 1.3.1.5 Trusted Recovery -

Procedures andor mechanisms shall be provided to assure that.
after an ADP system failure or other discontinuity. recovery
without a protection compromise is obtained.

4.1.3.2 Life-Cycle Assurance

4.1.3.2.1 Security Testing

The security mechanisms of the ADP system shall be tested and
found to work as claimed in the system documentation. A team of
individuals who thoroughly understand the specific implementation
of the TCB shall subject its design documentation. source code,
and object code to thorough analysis and testing. Their objectives
shall be: to uncover all design and implementation flaws that
would permit a subject external to the TCB to read. change. or
delete data normally denied under the mandatory or discretionary
security policy enforced by the TCB: as well as to assure that no
subject (without authorization to do so) is able to cause the TCB
to enter a state such that it is unable to respond to communica-
tions initiated by other users. The TCB shall be found resistan[ [o
penetration. All discovered flaws shall be corrected and the TCB
retested to demonstrate that they have been eliminated and that
new flaws have not been introduced. Testing shall demonstrate
that the TCB implementation is consistent with the formal
top-level specification. (See the Security Testing Guidelines. ~ \o
design flaws and no more than a few correctable implemen~ation
flaws may be found during testing and there shall be reasonable
confidence that few remain. Manual or other mapping of the
FTLS to the source code may form a basis for penetration
testing.

4. 1.3.2.2 Design Specification and Verification

A formal modeI of the security policy supported b}’ the TCB shall
be maintained over the life cycle of the ADP s}stem that is pro~en
consistent with its axioms. A descriptive top-lefel specification
(DTI-S; of the TCB shall be maintained tha{ completel} and
accurately describes the TCB in terms of exceptions. error
messages. and effects. A formal top-level specification (FTLS)
of the TCB shall be maintained that accurately describes the
TCB in terms of exceptions, error messages, and effects. The
DTLS and FTLS shall include those components of the TCB
that are implemented as hardware and or firmware if their
properties are visible at the TCB interface. The FTLS shall be
shown to be an accurate description of the TCB interface. A
convincing argument shall be given that the DTLS is consisten~
with the model and a combination of formal and informal
techniques shall be used to show that the FTLS is consistent
with the model. This verification evidence shall be consistent
with that provided within the state-of-the-art of the particular
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4.1.3.2.3

4.1.3.2.4

Configuration Management
During the entire life-cycle, i.e., during the design, development,
and maintenance of the TCB. a configuration management system
shall be in place for all security-relevant hardnare, firmvvare,
and software that maintains control of changes to the formal
model, the descriptive and formal top-level specifications, other
design data. implementation documentation, source code, the
running version of the object code, and test fixtures and
documentaiion. The configuration management system shall
assure a consistent mapping among all documentation and code
associated with the curreni version of the TCB. Tools shall be
provided for generation of a new version of the TCB from source
code. Also available shall be tools, maintained under strict
configuration control, for comparing a newly generated version
with the previous TCB version in order to ascertain that only the
intended changes have been made in the code that will actually be
used as the new version of the TCB. A combination of technical,
physical. and procedural safeguards shall be used to protect
from unauthorized modification or destruction the master copy
or copies of all material used to generate the TCB.

Trusted Distribution
A trusted ADP system control and distribution facility shall be
provided for maintaining the integrity of the mapping between
the master data describing the current version of the TCB and
the on-site master copy of the code for the current version.
Procedures (e.g., site security acceptance testing) shall exist for
assuring that the TCB softnare, firmnare, and hardvvare
updates distributed to a customer are exactly as specified by the
master copies.

4.1.4 Documentation

4.1.4.1 Security Features User’s Guide
A single summary. chapter. or manual in user documentation shall
describe the protection mechanisms provided by the TCB. guidelines on
their use. and how they interact with one another.

4.1.4.2 Trusted Facility Manual
A manual addressed to the ADP system administrator shall present
cautions about functions and privileges that should be controlled when
running a secure facility. The procedures for examining and maintaining
the audit  files as well as the detailed audit record structure for each type

5 1

Kational  Computer Security Center-endorsed formal specifica-
tion and verification system used. Manual or other mapping of
the FTLS to the TCB source code shall be performed to provide
evidence of correct implementation.
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of audit event shall be given. The manual shall describe the operator and
administrator functions related to security, to include changing the
security characteristics of a user. It shall provicie guidelineson the
consistent and effective use of the protection features of the system. how
they interact, how to securely generate a new TCB, and facility
procedures, warnings, and privileges that needto be controlled inorder
to operate the facility in a secure manner. The TCB modules that
contain the reference validation mechanism shall be identified. The
procedures for secure generation ofa new TCB from source after
modification of any modules in the TCB shall be described. “It shall
include the procedures to ensure that the system is initially started in a
secure manner. Procedures shall also be included to resume secure
system operation after any lapse in system operation.

4.1.4.3 Test Documentation

The system developer shall provide to the evaluators a document that
describes the test plan, test procedures that show how- the security
mechanisms were tested, and results of the security mechanisms’
functional testing, It shall include results obtesting the effectiveness of
the methods used to reduce covert channel bandwidths. The results of
the mapping between the formal top-level specification and the TCB
source code shall be given.

4, 1.4.4 Design Documentation

Documentation shall be available that provides a description of the
manufacturer’s philosophy of protection and an explanation of how this
philosophy is translated into the TCB. The interfaces between the TCB
modules shall be described. A formal description of the security policy
model enforced by the TCB shall be available and proven that it is
sufficient to enforce the security policy. The specific TCB protection
mechanisms shall be identified and an explanation given to show that :
they satisfy the model. The descriptive top-level specification (DTLS)
shall be shown to be an accurate description of the TCB interface.
Documentation shall describe_how the TCB implements the reference
monitor concept and give an explanation why it is tamper resistant.
cannot be bypassed. and is correctly implemented. The TCB
implementation (i. e., in hardware, firmware, and software) shall be
informally shown to be consistent with the formal top-level specifi~a-
tion (FTLS). The elements of the FTLS shall be shown, using informal
techniques, to correspond to the elements of the TCB. Documentation
shall describe how the TCB is structured to facilitate testing and to
enforce least privilege. This documentation shall also present the results
of the covert channel analysis and the tradeoffs involved in restricting
the channels. All auditable events that may be used in the exploitation
of known covert storage channels shall be identified. The bandwidths of
known covert storage channels, the use of which is not detectable by the
auditing mechanisms, shall be provided. (See the Covert Channel
Guideline section. ) Hardware, firmware, and software mechanisms not
dealt with in the FTLS but strictly internal to the TCB (e.g., mapping
registers, direct memory access I/O) shall be clearly described.
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4.2 BEYOND CLASS (Al)

.Nlost of the Securi[) enhancements envisioned for systems that will provide features
and assurance in addition to that already provided by class (A 1) systems are beyond
current [echnolog} . The discussion below is intended to guide future work and is
deri}ed from research and development activities already underway in both the public
and pri”~)a[esectors. As more and better analysis techniques are developed. the
requirements for these s}rstems will become more explicit. In the future, use of
formal verification J~ill be extended to the source level and covert timing channels will
be more full! addressed. At this level the design en~ironment will become important
and testing vi]] be aided by analysis of the formal top-level specification.
Consideration will be gi~en to the correctness of the tools used in TCB development
[e.g.. compilers. assemblers. loaders ) and to the correct functioning of the hardware/
firmware on which the TCB ui]i run. Areas to be addressed by systems beyond class
(Al I include:

System Architecture

A demonstration formal or otherv”ise~ must be gi~’en showing that requirements of
self-pro~ection and completeness for reference monitors have been implemented in the
TCB.

Security Testing

Although be)ond the curren~ state-of-t he-ar~. it is envisioned that some test-case
generation wili be done automatically from the formal top-level specification or
formal lower-level specifications.

Formal Specification and Verification

The TCB must be verified down to the source code level, usln~ formal verification
methods where feasible. Formal verification of the source code of the security-
relevan[ portions of an operating system has proven to be a difficult task. TWO
important considerations are the choice of a high-level language whose semantics can
be fully and formally expressed. and a careful mapping. through successive stages. of
the abstrac~ formal design to a formalization of the implementation in low--level
specifications. Experience has shown that only when the low’est level specifications
close]) correspond to the ac[ual code can code proofs be successful)’ accomplished.
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Trusted Design Environment -

The TCB mus( be designed in a trusted facility with only trusted [cleared’ personnel.

.,

. .

.-
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PART II:

RATIONALE AND GUIDELINES
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5.0 CONTROL OBJECTIVES FOR
COMPUTER SYSTEMS

TRUSTED

Thi2 C7iIc’Ti.; 27;’ dl\.idcd iiirhlr.  exh class into groups of requirements. These groupings
u CTC de\  C’ltil><c!  IO dhju?:  fhL;i thrctt  basic control objectives for computer security are
satiifxd and nor overlookd.  These control objectives deai with:
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5.1 A Need for Consensus .’

A major goal of the National Computer Security Center is [O encourage the
Computer Industry to develop trusted computer systems and products. making them
widely available in the commercial market place. Achievement of this goal will
require recognition and articulation by both the public and private secmrs of a need
and demand for such products.

As described in the introduction to this document. efforts to define the problems and
develop solutions associated with processing nationally sensitive information. as well
as other sensitive data such as financial. medical. and personnel information used by
the National Security Establishment. have been underway for a number of years.
The criteria. as described in Part 1. represent the culmination of these efforts and
describe basic requirements for building trusted computer systems. To date.
however. these systems have been viewed by many as only satisfying National
Security needs. As long as this perception continues the consensus needed to
motivate manufacture of trusted systems will be lacking.

The Purpose of this section is to describe in detail the fundamental control objectives.
These objectives lay the foundation for the requirements outlined in the criteria. The
goal is to explain the foundations so that those outside the National Securi~y
Establishment can assess their universality and. by extension. the universal
applicabili~y of the criteria requirements to processing all types of sensiti~e
applications vhether they be for National Securi~y or the private sector.

5.2 Definition and Usefulness
The term conrrol objective refers to a statement of intent with respect to control over
some aspec~ of an organization’s resources. or processes, or both. In terms of a
computer system. control objec~ives provide a framework for developing a strateg}r -
for fulfilling a set of security requirements for any given system. Developed in
response to generic vulnerabilities. such as the need to manage and handle sensi~ive
data in order to prevent compromise. or the need to provide accountability in order .
to detect fraud. control objectl~es have been identified as a useful method of
expressing security goals .[3]

Examples of control objectives include the three basic design requirements for
implementing the reference monitor concept discussed in Section 6. They are:

● The reference validation mechanism must be tamperproof.

● The reference validation mechanism must alwa>’sbe invoked.

● The reference validation mechanism must be small enough to be subjected to
analysis and tests. the completeness of which can be assured. [ I]

5.3 Criteria Control Objectives

)

.-

The three basic control objectives of the criteria are concerned with security policy.
accountability, and assurance. The ren:-Li;~l i of this section pro~ides a discussion of
these basic requirements.

f
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503.1 Security Policy
In themos~ general sense. computer security is concerned with controlling the
va}’ in which a computer can be used. i.e., controlling hov. information .
processed by it can be accessed and manipulated. However, at closer
examination. computer security can refer to a number of areas. Symptomatic
of this. FI PS PUB 39. Glossar~.For Compu/er S,werns s’ecuri~)..does not have a
unique definition for computer security .[20] Instead there are eleven separate
definitions for security which include: ADP systems security, administrative -
security. data security, etc. A common thread running through these
definitions is the Word protection. Further declarations of protection
requirements can be found in DoD Directive 5200.28 which describes an
acceptable level of protection for classified data to be one that will “assure that
systems which process. store. or use classified data and produce classified
information will. with reasonable dependability, prevent: a. Deliberate or
inadvertent access to classified material by unauthorized persons. and b.
Unauthorized manipulation of the computer and its associated peripheral
devices. ”[11]

In summar}. protection requirements must be defined in terms of the perceived
threats. risks. and goals of an organization. This is often stated in terms of a
securit! polic~. It has been pointed out in the literature that it is external
la~~s. rules. regulations. etc. that establish what access to information is to be
permit~ed. independen~ of the use of a computer. In particular. a gi}’ensystem
can on]} be said lo be secure with respect to its enforcement of some specific
polic!. [34] Thus. the control objective for security policy is:

SEC~” RIT}” POLICY CONTROL OBJECTI\’E

A statement of intent with regard to control over access to and
dissemination of information, to be known as the security policy,
must be precisely defined and implemented for each system that is
used to process sensitive information. The security policy must
accurately reflect the laws, regulations, and general policies from
which it is deri~ed.

5.3. ] .1 Mandator\” securlt~ Po]icv. . .

M’here a securit)’ polic}” is developed that is to be applied tO control of
classified or other specifically) designated sensitive information. the policy
must include detailed rules on how to handle that information
throughout i[s life-cycle. These rules are a function of the various
sensiti~”it> designations that the information can assume and the various
forms of access supported b} the system. Mandatory security refers to
the en forcemen~ of a set of access control rules thal constrains a
subjec~’s access lo information on the basis of a comparison of that
indi~idual’s clearance authorization to the informa~ion. the classification
sensi~i~i~} designation of the information. and the form of access being
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mediated. Mandatory policies either require or can be satisfied by
systems that can enforc? a partial ordering of designations, namely. the
designations must form what is mathematically known as a /a/{ice.[7]

A clear implication of the above is that the system must assure that the
designations associated with sensitive data cannot be arbitrarily changed,
since this could permit individuals who lack the appropriate authoriza-
tion to access sensitive information. Also implied is the requirement that
the system control the flow of information so that data cannot be stored
with lower sensitivity designations unless its “downgrading” has been
authorized. The control objective is:

MANDATORY SECURITY CONTROL OBJECTIVE

Security policies defined for systems that are used to process
classified or other specifically categorized sensitive information
must include provisions for the enforcement of mandatory access
control rules. That is, they must include a set of rules for
controlling access based directly on a comparison of the
individual’s clearance or authorization for the information and
the classification or sensitivity designation of the information
being sought, and indirectly on considerations of physical and
other environmental factors of control. The mandatory access
control rules must accurately reflect the laws, regulations, and
general policies from which they are derived.

5.3.1.2 Discretionary Securitv Policy.
Discretionary security is the principal type of access control available in
computer systems today. The basis of this kind of security is that an
individual user. or program operating on his behalf, is allowed to specif}
explicitly the types of access other users may have to information under
his control. Discretionary security differs from mandatory securit}” in
that it implements an access control policy on the basis of an
individual’s need-to-know as opposed to mandatory controls which are
driven b~”the classification or sensitivityy designation of the information.

Discretionary controls are not a replacement for mandatory controls. In
an environment in which information is classified (as in the DoD)
discretionary security provides for a finer granularity of control within
the overall constraints of the mandatory policy. Access to classified
information requires effective implementation of both types of controls
as precondition to granting that access. In general, no person may have
access to classified informs:.on unless: (a) that person has been
determined to be trustworthy, i.e., granted a personnel security clearance
-- MANDATORY, and (b) access is necessary for the performance of
official duties. i.e., determined to have a need-to-know -- DISCRE-
TIONARY. In other words, discretionary controls give individuals
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discretion to decide on which of the permissible accesses will actually be
allowed to which users. consistent with overriding mandatory policy
restrictions. The control objective is:

DISCRETIONARY SECURITY CONTROL OBJECTIVE
Security policies defined for systems that are used to process
classified or other sensitive information must include provisions
for the enforcement of discretionary access control rules. That
is, they must include a consistent set of rules for controlling and
limiting access based on identified individuals who have been
determined to have a need-to-know for the information.

531.3 Marking
To implement a set of mechanisms that will put into effect a mandatory
security policy, it is necessary that the system mark information with
appropriate classification or sensitivity labels and maintain these
markings as the information moves through the system. Once
information is unalterably and accurately marked, comparisons required
by the mandatory access control rules can be accurately and consistently
made. An additional benefit of having the system maintain the
classification or sensitivity label internally is the ability to automatically
generate properly “labeled” output. The labels. if accurately and
integrally maintained by the system. remain accurate when output from
the system. The control objective is:

MARKIXG  CONTROL OBJECTIVE
Systems that are designed to enforce a mandatory security
policy must store and preserve the integrity of classification or
other sensitivity labels for all information. Labels exported
from the system must be accurate representations of the
corresponding internal sensitivity labels being exported.

5.3.2 Accountability
The second basic control objective addresses one of the fundamental principles
of security, i.e.. individual accountability. Individual accountability is the key
to securing and controlling any system that processes information on behalf of
individuals or groups of individuals. A number of requirements must be met in
order to satisfy this objective.
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The first requirement is for individual user identification. Second. there is a
need for authentication of the identification. Identification is functionally
dependent on authentication. Without authentication, user identification has
no credibility. Without a credible identity. neither mandatory nor discretionary
security policies can be properly invoked because there is no assurance that
proper authorizations can be made.

The third requirement is for dependable audit capabilities. That is, a trusted ~
computer system must provide authorized personnel with the ability to audit
any action that can potentially cause access to. generation of. or effect. the
release of classified or sensitive information. The audit data will be selectively
acquired based on the auditing needs of a particular installation andlor
application. However, there must be sufficient granularity in the audit data to
support tracing the auditable events to a specific individual who has taken the
actions or on whose behalf the actions were taken. The control objective is:

ACCOUNTABILITY CONTROL OBJECTIVE

Systems-that are used to process or handle classified or other
sensitive information must assure individual accountability whenever
either a mandatory or discretionary security policy is invoked.
Furthermore, to assure accountability the capability must exist for an
authorized and competent agent to access and evaluate accountability
information by a secure means, within a reasonable amount of time,
and without undue difficulty.

5.3.3 Assurance
The third basic control objectite is concerned with guaranteeing or providing
confidence that the security policy has been implemented correc~l}”and that the
protection-relevant elements of the system do. indeed. accurately mediate and
enforce the intent of that policy. By extension, assurance must include a
guarantee that the trusted portion of the system works only as intended. To ,
accomplish these objectives. two types of assurance are needed. They are life-
cycle assurance and operational assurance.

Life-cycle assurance refers to steps taken by an organization to ensure that the
system is designed. developed. and maintained using formalized and rigorous
controls and standards.[21 ] Computer systems that process and store sensitive
or classified information depend on the hardware and software to protect that
information. It follows that the hardware and software themselves must be
protected against unauthorized changes that could cause protection mechanisms
to malfunction or be bypassed completely. For this reason trusted computer
systems must be carefully eva ‘u~red and tested during the design and
development phases and reevaluated whenever changes are made that could
affect the integrity of the protection mechanisms. Only in this way can
confidence be provided that the hardware and software interpretation of the
security policy is maintained accurately and without distortion.
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While life-cycle assurance is concerned with procedures for managing system
design. development. and maintenance: operational assurance focuses on
fea~ures and s~stem architecture used to ensure tha~ the security policy is
uncircum~entabl~ enforced during system operation. That is, the security
policy must reintegrated into thehardware andsoftware protection features-of
the sys~em. Examples of steps taken to provide this kind of confidence
include: methods for testing the operational hardware and software for correct
opera [ion. isola[ion of protection-critical code, and the use of hardware and
sof~vare lo pro~ide distinct domains. The control objective is:

ASSURANCE CONTROL OBJECTIVE

Systems that are-used to process or handle classified or other
sensitive information must be designed to guarantee correct and
accurate interpretation of the security policy and must not distort the
intent of that policy. Assurance must be provided that correct
implementation and operation of the policy exists throughout the
system’s life-cycle.



.



Rationale 65
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6 I. The Reference Monitor Concept
In October of 1972. the Computer Security Technology Planning Study. conducted by
James P. Anderson & Co.. prod,;ed a report for the Electronic Systems Division
I ESDI of the United States Air Force.[ I] In that report. the concept of “a reference
monitor which enforces the authorized access relationships between  subjects and
objects of a system” was introduced. The reference monitor concept was found to be
an essential element of any system that WOW.!  provide multilevel secure computing
facilities and controls,

The Anderson report went on to define the referewe  \:alidation  mechanism as “an
implementation of the reference monitor concept . . . that validates each reference to
data or programs by any user (program) against a list of authorized types of reference
for that user.” It then listed the three design requirements that must be rr
reference validation mechanism:

a. The reference validation mechanism must be tamperproof.

b. The reference validation mechanism must a1waF.s  be invoked.

c. The reference i,alid;ltion mechanism must be small enough IO bc:  subjsc
to analysis and tests. the completeness of which can be assured.(  I]

iet by a

Extensive peer review and continuing research and development activities have
sustained the validity of the Anderson Committee’s findings. Early- examples of the
reference validation mechanism were known as secwit.v  kertwk  The Anderson Report
described the security kernel as “that c.?-nbination  of harduare and softuare  which
implements the reference monitor conce;! “[ !] In this lein. it \&ill  be noted that the
security kernel must support the three refereric=  monitor requirements listed above.

6.2 A Formal Security Policy Model
Following the publication of the Anderson report. considerable research ~‘3s initiated
into formal models of security policy.  requirements and of the mechanisms that uould
implement and enforce those policy. models as a securit!.  kernel. Prominent among
these efforts was the ESD-sponsored development of the Bell and LaPadula  mod& an
abstract formal treatment of DOD security* policy.[2] Lsing mathematics and set
theory. the model precisely defines the notion of secure state. fundamental modes of
access. and the rules for granting subjects specific modes of access to objects.
Finall!.  a theorem is proven to demonstrate that the rules are securit>.-preserving
operations. so that the application of any sequence of the rules to a system that is in
a secure state will result in the system entering a new state that is also secure. This
theorem is known as the Basic Security Theorem.

A subject can act on behalf of a user or another subject. The subject is created as a
surrogate for the cleared user and is assigned a formal security level. Objects are
assigned a .formal  security level based on their classification. The state transitions and
invariants of the forma1 policy model define the invariant relationships that must hold
between the clearance of the user, the forma1 security level of any process that can
act on the user’s behalf. and the form:! :<curity  level of the devices and other objects
to which any process can obtain specific modes of access. The Bell and LaPadula
model. for example. defines a relationship between formal security levels of subjects
and objects. now  referenced as the dotninatrce  relatiott. From this definition. accesses
permitted between  subjects and objects are explicitly defined for the fundamental
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modes of access. including read-only access. read/wite access. and write-only access.
The model defines the Simple Security Condition to control granting a subject read
access to a specific object. and the ●-Property (read “Star Property ’’) to control
granting a subject write access to a specific object. Both the Simple Securit~$
Condition and the ● -Property include mandatory security provisions based on th~
dominance relation between the formal security levels of subjects and objects. The
Discretional} Securit) Property is also defined. and requires that a specific subject be
authorized for the particular mode of access required for the state transition. In its
treatmen~ of subjects (processes acting on behalf of a user), the model distinguishes
be~u”een trusted subjects (i.e.. not constrained within the model by the “-Property)
and un~rusted subjects [those that are constrained by the ●-Property).

From the Bell and LaPadula model there evolved a model of the method of proof
required to formal]). demonstrate that all arbitrary sequences of state transitions are
securil}”-preserl$ing. It was alsb shown that the ●-Property is sufficient to prevent the
compromise of information b)”Trojan Horse attacks.

6.3 The Trusted Computing Base
In order to encourage the widespread commercial availability of trusted computer
s}slems. these e~aluation criteria have been designed to address those systems in
which a securi~j kernel is specifically implemented as well as those in which a security
kernel has not been implemented. The latter case includes those systems in which
objec~i~e (CI is no~ fully supported because of the size or complexity of the reference
validation mechanism. For convenience. these evaluation criteria use the term Trusled
CotnpRfiNgBcx to “refer 10 the reference validation mechanism. be it a security kernel.
front-end securitj filter. or the entire trusted computer system.

The heart of a trusted computer system is the Trusted Computing Base (TCB) which
contains al! of the elements of the system responsible for supporting the security
polic) and supporting the isolation of objects (code and data) on which the protection
is based. The bounds of the TCB equate to the “security perimeter” referenced in
some computer securit} literature. In the interest of understandable and maintainable
protection. a TCB should be as simple as possible consistent with the functions it has
to perform. Thus. the TCB incTudes hardware. firmware, and softu’are critical to
protection and must be designed and implemented such that system elements excluded
from it need no~ be trusted to maintain protection. Identification of the interface and
elements of the TCB along with their correct functionality therefore forms the basis
for e~raluation.

For general-purpose s!stems. the TCB will include key elements of the operating
s!s~em and ma} include al] of the operating sys~em. For embedded s~stems. the
securil} polic) ma} deal with objects in a wa}’ that is meaningful at the application
leiel rather than at the operating system level. Thus, the protection policy may be
enforced in the application software rather than in the underlying operating system.
The TCB Mill necessarily include all those portions of the operating system and
application software essential to the support of the policy. Note that. as the amount
of code in the TCB increases. it becomes harder to be confident that the TCB
enforces the reference monitor requirements under all circumstances.
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6.4 Assurance
The third reference monitor design objective is currently’ interpreted as meaning that
the TCB must be of sufficiently simple organization and compkxio to be subjected to
anal>”sisand tesrs, the completeness of Hahichcan be assured.

Clearly, as the perceived degree of risk increases (e.g., the range of sensitivity of the
system’s protected data. along with the range of clearances held by the system’s user
population) for a particular system’s operational application and environment, so also
must the assurances be increased to substantiate the degree of trust that will be placed
in the system. The hierarchy of requirements that are presented for the evaluation
classes in the trusted computer system evaluation criteria reflect the need for these
assurances.

As discussed in Section 5.3, the evaluation criteria uniformly require a statement of
the security policy that is enforced by each trusted computer system. In addition, it
is required that a convincing argument be presented that explains why ths TCB
satisfies the firs~ two design requirements for a reference monitor. It is not expected
that this argument will be entirely formal. This argument is required for each
candidate system in order to satisfy the assurance control objective.

The systems to which securi~y enforcement mechanisms have been added, rather than
built-in as fundamental design objectives. are not readily amenable to extensive
analysis since they lack the requisite conceptual simplicity of a security kernel. This
is because their TCB extends to cover much of the entire system. Hence, their
degree of trustworthiness can bes~ be ascertained only by obtaining test results. Since
no test procedure for something as complex as a computer system can be truly
exhaustive. there is always the possibility that a subsequent penetration attempt could
succeed. It is for this reason that such systems must fall into the lower evaluation
classes.

On the other hand. those systems that are designed and engineered to support the
TCB concepts are more amenable to analysis and structured testing. Formal methods
can be used to analyze the correctness of their reference validation mechanisms in
enforcing the system’s securit}r policy. Other methods, including less-formal
arguments, can be used in order to substantiate claims for the completeness of their
access mediation and their degree of tamper-resistance. More confidence can be
placed in the results of this analysis and in the thoroughness of the structured testing
than can be placed in the results for less methodically structured systems. For these
reasons. it appears reasonable to conclude that these systems could be used in higher-
risk environments. Successful implementations of such systems would be placed in
the higher evaluation classes.

6.5 The Classes
It is highly desirable that there be only a small number of overall evaluation classes.
Three major divisions have been identified in the evaluation criteria with a fourth
division reserved for those systems that have been evaluated and found to offer
unacceptable security protection. Within each major evaluation division, it was
found that “intermediate” classes of trusted system design and development could
meaningfully be defined. These intermediate classes have been designated in the
criteria because they identify systems that:
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l are viewed to offer significantly better protection and assurance than would
systems that satisfy the basic requirements for their evaluation class: and

l there is reason to believe that systems in the intermediate evaluation classes
could eventually be evolved such that they would satisfy the requirements
for the next higher evaluation class.

Except within division A it is not anticipated that additional “intermediate” evaluation
classes satisfying the two characteristics described above will be identified.

Distinctions in terms of system architecture. security policy enforcement. and
evidence of credibility between evaluation classes have been defined such that the _
“jump” between evaluation classes would require a considerable investment of effort
on the part of implementors. Correspondingly. there are expected to be significant
differentials of risk to which  systems from the higher evaluation classes will be
exposed.
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7.0 THE RELATIONSHIP BETWEEN POLICY AND

THE CRITERIA

Sec~ion I presents fundamental computer security requirements and Section 5 presents the
con[rol objec[i~es for Trusted Computer Systems. They are general requirements. useful
and necessary}’. for the development of all secure systems. However. when designing
s!s[ems tha[ will be used to process classified or other sensitive information. functional
require men~j for mee~ing the Control Objectives become more specific. There is a large
bed! of polic) laid uovn in the form of Regulations, Directives, Presidential Execu~ive
Orders. and 031B Circulars tha~ form the basis of the procedures for the handling and
processing of Federal informa~ion in general and classified information specifically}’. This
section presen[s per[inen[ excerpts from these policy statements and discusses their
rela~ionship to the Control Object iJ.es. These excerpts are examples to illustrate the
relationship of the policies to criteria and ma)’ not be complete.
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7. I Established Federal Policies
A significant number of computer security policies and associated requirements have
been promulgated by Federal government elements. The interested reader is referrcz
to reference [36] which analyzes the need for trusted systems in the civilian agenc&
of the Federal government, as well as in state and local governments and in tit:
private sector. This reference also details a number of relevant Federal statutes
policies and requirements not treated further below.

Security guidance for Federal automated information systems is provided by the ~
Office of Management and Budget. Two specifically applicable Circulars have been
issued. OMB Circular No. A-7i. Transmittal Memorandum No. 1, Securif?* of
Federal Automated lnformution S~wems.[30] directs each executive agency to establish
and maintain a computer security program. It makes the head of each executive
branch department and agency responsible “for assuring an adequate level of security
for all agency data whether processed in-house or commercially. This includes
responsibility}’ for the establishment of physical, administrative and technical
safeguards required to adequately protect personal. proprietary or other sensitive data
not subject to national securit! regulations. as well as national security data.’’[3O.
para. 4]

OMB Circular No. A-1 23. Infernal Con?rol S}’s(ems,[31] issued to help eliminate
fraud. ~’aste. and abuse in government programs requires: (a) agency heads to issue
internal control direct ifres and assign responsibility. (b) managers to review’ programs
for ~ulnerability. and (c) managers to perform periodic reviews to evaluate strengths
and update controls. Soon after promulgation of OMB Circular A-123. the
relationship of its internal control requirements to building secure computer systems
was recognized .[4] While not stipulating computer controls specifically. the
definition of internal Controls in A- 123 makes it clear that computer systems are to
be included:

lnlernal Controls -- the plan of organization and all of the methods and
measures adop[ed within an agency to safeguard its resources. assure the
accuracy and reliability of its information. assure adherence to applicable Iav’s.
regulations and policies. and promote operational economy and efficiency.[31.
sec. 4.c]

The mat~er of classified national security information processed by ADP systems was
one of the first areas given serious and extensi~)e concern in computer securit}. The
computer security policy documents promulgated as a result contain generally more
specific and s~ructured requirements than most, keyed in turn to an authoritative
basis that itself provides a rather clearly articulated and structured information
security policy. This basis. Executive Order 12356. National Securit}”lnJorma?ion,
sets forth requirements for the classification, declassification and safeguarding of
“national security information” per se.[18]

7.2 DoD Policies
Within the Department of Defense. these broad requirements are implemented and
further specified primarily through two vehicles: 1) DoD Regulation 5200. I-R [ 10].
which applies to all components of the DoD as such, and 2) DoD 5220.22-M.
Industrial Securit? .Vanual for Safeguarding Classified Information [14], which applies
to contractors included within the Defense Industrial Security program, Note that
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the latter transcends DOD as such. since it applies not only to any contractors
handling classified information for any DOD component. but also to the contractors
of eighteen other Federal organizations for whom the Secretary of Defense is
authorized to act in rendering industrial security services. I

For ADP systems. these information security requirements are further amplified and
specified in: 1) DOD Directive 5200.28 [ 1 1] and DOD Manual 5200.28-M [ 121, for
DOD components: and 2) Section XIII of DOD 5220.22-M [ 141 for contractors.
DOD Directi1.e  5200.28. Securi1.v  Requirements for Automatic Data Processing lADPI
S_wems. stipulates: ‘Classified material contained in an ADP system shall be
safeguarded by, the continuous employment of protective features in the system’s
hardu,are  and software design and configuration . . . .‘I[ 1 1, sec. IV] Furthermore. it
is required that ADP systems that “process, store, or use classified data and produce
classified information will. with reasonable dependability, prevent:

a. Deliberate or inadvertent access to classified material by unauthorized
persons. and

b. Unauthorized  manipulation of the computer and its associated peripheral
devices/[  1 1. sec. 1 B.31

Requirements equivalent to these appear within DOD 5200.28-M [ 121  and in DOD
5”0.22-M [ 141.I_

DOD Directive 5200.28 provides the security requirements for ADP systems. For
some types of information. such as Sensitive Compartmented Information (SCI).
DOD Directive 5200.28 states that other minimum security requirements also apply.
These minima are found in DCID l/l 6 [5] which is implemented in DIAM 50-4 [6]
for DOD and DOD contractor ADP systems.

From requirements imposed by these regulations. directives and circulars. the three
components of the Security Policy Control Objective. i.e.. Mandatory and
Discretionary Security and Marking. as well as the Accountability and Assurance
Control Objectives. cl-~  hl- functionally defined for DOD applications. The following
discussion pro\,idej  f~ l.tJ1~. \ Jecificity.  in Policy. for these Control Objectives.

7.3 Criteria Control Objective for Security Policy
7.3.1 Marking _

The control objective for marking is: Systems  that are designed to en-force a
martdarorj.  securir\.  policy*  musl store artd preserve the inlegril!’  of classification or
orher  sensirivit!.  labels for all in formation. Labels exported from the system must
bc occurale  represerllariorrs  of the corresponding irrrernal  sensitiw7y  labels being
e.Yported.

DOD 5220.22-M. Industrial Security Manual for Safeguarding Classified
Itl_formarioll.  explains in paragraph 1 1 the reasons for marking information:

’ l.c.. %A%. Commerce Deparrmenr. GSA. State Department. Small Business Administration. National
Science Foundarlon. Treasury Department. Transportation Department.  interior  Department. Agriculture
Depxtment. L.S Informallon  Agent!. Labor Department. Environmental Protection Agency. Justice
Department. L.S Arms Control and Disarmament  Agency. Federal Emergency Management Agent!.
Federal Reserve  System. and L’ .S. General Accounrmg  Office.
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a. General. Classification designation by physical marking. notation
or other means serves to warn and to inform the holder what degree of
protection against unauthorized disclosure is required for that
information or material.[ I4]

Marking requirements are given in a number of policy statements.

Executive Order 12356 (Sections 1.5.a and 1.5.a. 1) requires that classification -
markings “shall be shown on the face of all classified documents. or clearly
associated with other forms of classified information in a manner appropriate
to the medium involved.”[ 18]

DoD Regulation 5200. 1-R (Paragraph 1-500) requires that: “information or
material that requires protection against unauthorized disclosure in the interest
of national security shall be classified in one of three designations. namely:
‘Top Secret.’ ‘Secret,’ or ‘Confidential. ‘“[ I()] ~By extension, for use in
computer processing. the unofficial designation “unclassified” is used to
indicate information that does not fall under one of the other three
designations of classified information. ~

DoD Regulation 5200. 1-R (Paragraph 4-3C4b) requires that: “ADP systems
and word processing systems employing such media shall provide for internal
classification marking to assure that classified information contained therein
that is reproduced or generated, will bear applicable classification and
associated markings. ” (This regulation provides for the exemption of certain
existing systems where “internal classification and applicable associated
markings cannot be implemented without extensive system modification.”[ 10]
However. it is clear that future DoD ADP systems must be able to provide
applicable and accurate labels for classified and other sensitive information. )

DoD Manual 5200.28-.M (Paragraph 4-305d) requires the following: “Securi(y
Labels - All classified material accessible by or within the ADP System shall be
identified as to its security classification and access or dissemination limitations.
and all output of the ADP system shall be appropriately marked. ”[ 12]

7.3.2 Mandatory Security
The control objective for mandatory security is: Securip. policies de-fined for
s>”stems[hat are used to process classified or other speci.ficall!.categorized sensiti~e .
in-formation m USIinclude pro \isions for [he ettforcernen t of mandator] access
control rules. That is, the? inust include a set of rules for controlling access based
directl] on a comparison of the individual’ s clearance or authorization for [he
information and the classification or sensiti rity designation of the information
being sought, and indirectl? on considerations of physical and other environrnental
factors Of control. The mandatorj access con!rol rules must accuratel~ reflect tile
Ialt-s, regulations, and general policies from which the> are derived. “

There are a number of policy statements that are related to mandatory security.

Executive Order 12356 (section 4. 1.a) states that “a person is eligible for
access to classified information provided that a“determination of trustworthi-
ness has been made by agency heads or designated officials and provided that
such access is essential to the accomplishment of lawful and authorized
Government purposes.”[ 18]
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DoD Regulation 5200:l:R..(.Paragraph l-s28)defines aSpecial Access Program
as “any program imposing ‘need-to-know’ or access controls beyond those
normally provided for access to Confidential, Secret, or Top Secret
information. Such a program includes, but is not limited to: special clearance,
adjudication, or investigative requirements, special designation of officials -
authorized to determine ‘need-to-know’, or special lists of persons determined
lo have a ‘need-to-know. “[ 10] This passage distinguishes between a
“discretionary” de~ermination of need-to-know and formal need-to-know which
is implemented through Special Access Programs. DoD Regulation 5200. I-R.
paragraph 7-100 describes general requirements for trustworthiness (clearance)
and need-to-know, and states that the individual with possession, knowledge or
contro] of classified information has final responsibility for determining if
conditions for access have been met. This regulation further stipulates that “no
one has a right to have ac$ess to classified information solely by virtue of rank
or posilion.’’[l O. para. 7-100]

DoD Manual 5200.28-M (Paragraph 2-100) states that, “Personnel who
develop. tes~ldebug ). maintain. or use programs which are classified or which
will be used to access or develop classified material shall have a personnel
securi~} clearance and an access authorization (need-to-knou}~, as appropriate
for the highest classified and most restrictive category of classified material
which the) will access under system constraints.”[ 12]

DoD klanual 5220.22-M (Paragraph 3UI defines access as “the ability and
opponuni~! lo obtain knov-ledge of classified information. An individual. in
fact. ma) have access to classified information by being in a place where such
information is kep~. if the securi~y measures which are in force do not prevent
him from gaining knowledge of the classified i.nf’ormation.”[14]

The above mentioned Executive Order. Regulation, and Manuals clearly imply
that a ~rusted compu~er system must assure that the classification labels
associa~ed with sensi~ive data cannot be arbitrarily changed, since this could
permi~ individuals who lack the appropriate clearance to access classified
information. Also implied is the requirement that a trusted computer system
mus~ control the flow of information so that data from a higher classification
cannot be placed in a storage object of lower classification unless its
“dov”ngrading” has been authorized.

7,3.3 Discretionary Security
The term discre~ionary security refers to a computer system’s ability to control
information on an individual basis. It stems from the fact that even though an
indi~idual has all the formal clearances for access to specific classified
information. each individual’s access to information must be based on a
demonstrated need-to-know. Because of this, it must be made clear that this
requirement is no~ discretionary in a “take it or leave i~” sense. The directives
and regulations are explicit in stating that the need-to-know test must be
sa~isfied before access can be gran~ed to the classified information. The control
objecti~’e for discre~ionar)- security is: Security policies defined for systems that
are used 10process classified or other sensitive information must include provisions
Jor Ihc enforcement of discretional]. access control rule~. That is, the? must
inciude a consls[en{ se! of rules for con!roiling and limiting access based on
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identified individuals ~’hohave been determined to ha Veu need-to-know for the
information.

DoD Regulation 5200. 1-R (Paragraph 7-100) In addition to excerpts already
provided that touch on need-to-know, this section of the regulation stresses the
need-to-know principle when it states “no person may have access to classified
information unless . . . access is necessary for the performance of official
duties.”[ 10]

Also DoD Manual 5220.22-M [Paragraph 20a) states that “an individual shall
be permi~ted to have access to classified information only . . . when the
contractor determines that access is necessary in the performance of tasks or
services essential to the fulfillment of a contract or program, i.e., the individual
has a need-to-know.”[ 14]

7.4 Criteria Control Objective for Accountability
The control objective for accountability is: S~”stemsthat are used to process or handle
classified or o!her sensitive information must assure individual accountabiii~.t”It”henever
ei!her a manda!or>. or discretionary security policy is invoked. Furthermore, ro assure
accountability the capabiii[? m usr exist for an authorized and compe~ent agent to access
and evaiua!e accountabilit>”information b?’a secure means, within a reasonable amount
of time, and 1~’ilhoulundue difficult~”.

This control objective is supported by the following citations:

DoD Directive 5200.28 [Section VI. A. 1) states: “Each user’s identity shall be
positively established, and his access to the system. and his activity on the system
(including material accessed and actions taken) controlled and open to scrutiny.”[ I I]

DoD Manual 5200.28-M (Paragraph 5-100) states: ‘An audit log or file (manual,
machine, or a combination of both) shall be maintained as a history of the use of the
ADP System to permit a regular security review of system activity. (e. g.. The log
should record security related transactions, including each access to a classified file :
and the nature of each access, e.g., logins. production of accountable classified
outputs. and creation of new classified files. Each classified file successfully accessed
[regardless of the number of individual references] during each ‘job’ or ‘interactive
session’ should also be recorded in the audit log. Much of the material in this log
may also be required to assure [hat the system preserves information entrusted to
it. j’’[l2]

DoD Manual 5200.28-M (Paragraph 4-305fJ states: “Where needed to assure contrOl
of access and individual accountability, each user or specific group of users shall be
identified to the ADP System by appropriate administrative or hardware/software
measures. Such identification measures must be in sufficient detail to enable the ADP
System to provide the user only that material which he is authorized.”[ 12]

DoD Manual 5200.28-M (Paragraph l-102b) states:

Componen[’s Designated Approving Authorities, or their designees for [he
purpose . . . will assure:

. . . . . . ,,. . . . . . . ,.
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4. Maintenance of documentation on operating systems (0/S) and all
modifica~ions thereto, and its retention for a sufficient period of time to
enable tracing of security-related defects to their point of origin or inclusion
in the system.

.,. . . . . . 0 . . . . . . . .

6. Establishment of procedures to discover, recover, handle, and dispose
of classified material improperly disclosed through system malfunction or
personnel action.

7. Proper disposition and correction of security deficiencies in all
approved ADP Systems, and the effective use and disposition of system
housekeeping or audit records, records of security violations or security-
related system malfunctions, and records of tests of the security features of an
ADP Systcm.[12]

DoD Manual 5220.22-M (Paragraph 1I 1) on audit trails states:

a. The general security requirement for any ADP system audit trail is that it
.prolide a documented history of the use of the system. An approved audit
trail will permit review of classified system activity and will provide a detailed
acti Jit} record to facilitate reconstruction of events to determine the
magni~udeof compromise (if any) should a security malfunction occur. To
fulfill this basic requirement, audit trail systems, manual, automated or a
combination of bo~h must document significant events occurring in the
following areas of concern: (It preparation of input data and dissemination of
output data \i.e.. reportable interactivity between users and system support
personnel), (ii) activity involved within an ADP environment (e.g., ADP
support personnel modification of security and related controls), and
(iiil internal machine activily.

b. The audit trail for an ADP system approved to process classified
information must be based on the above three areas and may be stylized to the
particular system. All systems approved for classified processing should
contain most if not all of the audi~ trail records listed below. The
contractor’s Standard Practice Procedures (SPP)documentation must identify
and describe those applicable:

[1I Personnel access:

(2I Unauthorized and surreptitious entry into the central computer facility
or remote terminal areas;

(3J Start/stop time of classified processing indicating pertinent systems
security initiation and termination events (e.g., upgradinzdowngrading actions
pursuant to paragraph 107I;

(4) All functions initiated by ADP system console operators;

(5) Disconnects of remote terminals and peripheral devices (paragraph
107C):

(6 ~Log-onand log-off user activity:

{7 I Unauthorized attempts to access files or programs. as well as all open,
close. create. and file destroy actions:
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[8J Program aborts and anomalies including identification information
[i.e.. user/program name. time and location of incident, etc.):

(9) System hardware additions, deletions and maintenance actions:

I10! Generations and modifications affecting the security features of [he
system software.

c. The ADP system security supervisor or designee shall review the audit
trail logs at least weekly to assure that all pertinent activity is properly
recorded and that appropriate action has been taken to correct any anomaly,
The majority of ADP systems in use today can develop audit trail systems in
accord with the above: however. spccia! systems such as weapons.
communications. communications security, and tactical data exchange and
display systems. may not be able to comply with all aspects of the above and
may require individualizedconsideration by the cognizant security office.

“d. Audit trail records shall be retained for a period of one inspection
cycle.[14]

7.5 Criteria Control Objective for Assurance

The control objective for assurance is: “systems that are used to process or handle
classified or other sensitive information must be designed to guarantee correct and
accurate interpretation of the security policy and must not distort the intent of that
policy. Assurance must be provided that correct implementation and operation of the
policy exists throughout the system’s life-cycle. ”

A basis for this objective can be found in the following sections of DoD Directive
5200.28:

DoD Directive 5200.28 (Section lV. B) stipulates: “Generally. security of an ADP
system is most effective and economical if the system is designed originally to provide
it. Each Department of Defense Component undertaking design of an ADP system
which is expected to process, store, use. or produce classified material shall:
1. From the beginning of the design process. consider the security policies. concepts.
and measures prescribed in this Directive.”[ 1I]

DoD Directi~e 5200.28 (Section IV. C.5.a) states: “Provision may be made to permi~
adjustment of ADP system area controls to the level of protection required for the
classification category and type(s) of material actually being handled by the system.
provided change procedures are developed and implemented which will prevent both
the unauthorized access to classified material handled by the system and the
unauthorized manipulation of the system and its components. Particular attention
shall be given to the continuous protection of automated system security measures,
techniques and procedures when the personnel security clearance level of users having
access to the system changes.’[ 11]

DoD Directive 5200.28 (Section VI .A.2) states: “Environmental Control. The ADP
System shall be externally protected to minimize the likelihood of unauthorized access
to system entry points, access to classified information in the system. or damage to
the system,”[1I]

DoD Manual 5200.28-M (paragraph 1-102b)states:
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...., .
Componen~’s Designated Approving Authorities. or their designees for the
purpose . . . Willassure:

. . . . . . . . . . . . . . . ..

5. Supervision. monitoring. and testing, as appropriate, ofchanges inan
approved ADP System which could affect the security features of the system,
so ~hala secure sj’stemis mamtained.

. . . . . . . . . . . . . . . .,

7. Proper disposition and correction of security deficiencies in all

approled ADP. S)rslems. and the effec~ive use and disposition of system
housekeeping or audi~ records, records of security violations or security-
related sys~emmalfunctions. and records of tests of the security features of an
ADP S)’stem. .

8. ConducI of competen[ system ST&E. timely review of sys~emST&E
reports. and correction of deficiencies needed to suppor~ conditional or final
appro\al or disapproval of an ADP System for [he processing of classified
informa~]on.

9. Es~abl]shmen~.Mhere appropriate, of a cenual ST&E coordination
poln~ for the maln~enance of records of selected techniques, procedures.
s~andards. and les~sused in the ~estingand evaluation of securit} features of
.ADP S!s~ems which ma)” be sui~able for ~alidalion and use b} other
DeparImen[of Defense Components.[ 12]

DoD Manual 5220.22-M [Paragraph 103a~ requires “the initial approval. in writing.
of the cognizan~ securi~! office prior to processing any classified information in an
ADP system. This section requires reapproval by the cognizant security office for
major s}’s~emmodifica~ions made subsequent to initial approval. Reapprovals will be
required because of (il major changes in personnel access requirements. (ii/ relocation
or s~ructural modification of the central computer facility, ~iiijadditions. deletions or
changes to main frame. s~orage or input/outpu~ devices. {i~”jsystem software changes
impacling securil) protection features. (v)an}”change in clearance. declassification,
audl~ ~rai! or hardv<are~software maintenance procedures, and (~i) other system
changes as determined by the cdgnizant security office.”[ 14]

A major componen~ of assurance. life-cycle assurance as described in DoD Directive
7920.1. is concerned with testing ADP systems both in the development phase as well
as during opera tion, [17] DoD Directive 5215.1 (Section F.2. C.(2)j requires
“evalua~ions of selected industr}- and government-developed trusted computer systems
agains~ these criteria.”[ 13]
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8.0 AGUIDELINEONCOVERTCHANNELS -

A covert channel is any communication channel that can be exploited by a process to
transfer information in a manner that violates the system’s security policy. There are two
types of covert channels: storage channels and timing channels. Covert storage channels
include all vehicles that would allow the direct or indirect writing of a storage location by
one process and the direct or indirect reading of it by another. Covert timing channels
include all vehicles that would allow one process to signal information to another process by
modulating its own use of system resources in such a way that the change in response time
observed by the second process would provide information.

From a security perspective. covert channels with low bandwidths represent a lower threat
than those with high bandwidths. However. for many types of covert channels. techniques
used to reduce the bandwidth below,  a certain rate (which depends on the specific channel
mechanism and the system architecture) also have the effect of degrading the performance
provided to legitimate system users. Hence, a trade-off between system performance and
covert channel bandwidth must be made. Because of the threat of compromise that would
be present in any multilevel computer system containing classified or sensitive information,
such systems should not contain covert channels with high bandwidths. This guideline is
intended to provide system developers with an idea of just how high a “high” covert
channel bandwidth is.

A covert channel bandwidth that exceeds a rate of one hundred (100) bits per second is
considered “high” because 100 bits per second is the approximate rate at which many
computer terminals are run. It does not seem appropriate to call a computer system
“secure” if information can be compromised at a rate equal to the normal output rate of
some commonly used device.

In any multilevel computer system there are a number of relatively low-bandwidth covert
channels whose existence is deeply ingrained in the system design. Faced with the large
potential cost of reducing the bandwidths of such covert channels, it is felt that those with
maximum bandwidths of less than one (1)  bit per second are acceptable in most application
environments. Though maintaining acceptable performance in some systems may make it
impractical to eliminate all covert channels with bandwidths of 1 or more bits per second, it
is possible to audit their use without adversely affecting system performance. This audit
capability provides the system administration with a means of detecting - and procedurally
correcting - significant compromise. Therefore, a Trusted Computing Base should provide,
wherever possible. the capability to audit the use of covert channel mechanisms with
bandwidths that may exceed a rate of one (1) bit in ten (10) seconds.

The covert channel problem has been addressed by a number of authors. The interested
reader is referred to references (71. [8]. [23].  [ZS]. [26]. [27]. and 1331.
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9.0 A GUIDELINE ON CONFIGURING

MANDATORY ACCESS CONTROL FEATURES

The \fdndalor! Acc~js Con[ro] requirement includes a capability to supporl an unspecified
number of hierarchical classifications and an unspecified number of non-hierarchical
ca~egories a[ each hierarchical level. To encourage consistency and portability. in the design
and deielopmen{ of the National Security Establishment trusted compu[er systems. it is
de>]r~ble for all such sys~ems 10 be able to support a minimum number of levels and
categories. The following suggestions are provided for this purpose:

● The number of hierarchical classifications should be greater than or equal to
sixteen I 16 .

● The number of non-hierarchical categories should be greater than or equal to sixt\-
four 164.
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10.0 A GUIDELINE ON SECURITY TESTING

These guidelines are provided to give an indication of the extent and sophistication of
testing undertaken by the National Computer Security Center during the Formal Product
Evaluation process. Organizations wishing to use ‘Department of Defense Trusted
Computer System Evaluation Criteria” for performing their own evaluations may find this
section useful for planning purposes.

As in Part I, highlighting is used to indicate changes in the guidelines from the next lower
division.
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10.1 Testing for Division C

Security Testing

10.1.1

10.L2

Personnel
The security testing team shall consist of at ieast tw’o individuals with bachelor
degrees in Computer Science or the equivalent. Team members shall be able to
follow test plans prepared by the systemciewloperand suggest additions, shall
be familiar with the flaw hypothesis or equivalent security testing methodology.
and shall have assembly level programming experience. Before testing begins.
the team members shall have functional knowledge of. and shall have
completed the system developer’s internals course for. the system being
evaluated.

Testing
The team shall have “hands-on” involvement in an independent run of the tests
used by the system developer. The team shall independentl~” design and
implement at least five system-specific tests in an attempt to circumvent the
security mechanisms of the system. The elapsed time devoted to testing shall
be at least one month and need not exceed three months. There shall be no
fewer than twenty hands-on hours spent carrying out system developer-defined
tests and test team-defined tests.

10.2 Testing for Division B

1002*1

10.202

Personnel
The security testing team shall consist of at least two individuals with bachelor
degrees in Computer Science or the equivalent and at least one individual with
a master’s degree in Computer Science or equivalent. Team members shall
be able to follow test plans prepared by the system developer and suggest
additions. shall be conversant with the j/a\t” h.t.porhesisor equivalent security
testing methodology. shall be fluent in the TCB implementation language(s),
and shall have assembly level programming experience. Before testing begins.
the team members shall have functional knowledge of. and shall have
completed the system developer’s internals course for. the system being
evaluated. At least one team member shall have previously completed a’
security test on another system.

Testing
The team shall have “hands-on” involvement in an independent run of the test
package used by the system developer to test security-relevant hardware and
software. The team shall independently design and implement at least fifteen
system-specific tests in an attempt to circumvent the security mechanisms of
the system. The elapsed time devoted to testing shall be at least two months
and need not exceed four months. There shall be no fewer than thirty hands-
on hours per team member spent carrying out system developer-defined tests
and test team-defined tests.
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1’0.3 Testing for Division A

10.3.1 Personnel
The security testing team shall consist of at least one individual with a
bachelor’s degree in Computer Science or the equivalent and at least two - -
individuals with masters’ degrees in Computer Science or equivalent. Team
members shall be able to follow test plans prepared by the system developer
and suggest additions. shall be conversant with the flaw hypothesis or equivalent
security testing methodology, shall be fluent in the TCB implementation
language(s). and shall have assembly level programming experience. Before
testing begins, the team members shall have functional knowledge of, and shall
have completed the system developer’s internals course for, the system being
evaluated. At least one team member shall be familiar enough with the
system hardware to understand the maintenance diagnostic programs and
supporting hardware documentation. At least two team members shall have
pre\piousl!  completed a security test on another system. At least one team
member shall have demonstrated system level programming competence on
the system under test to a level of complexity equivalent to adding a device
driver to the system.

10.3.2 Testing
The team shall have “hands-on” involvement in an independent run of the test
package used  b! the system de\.eloper  to test security-relevant hardware and
softMare. The team shall independently design and implement at least twenty-
fibe  s!.srem-specific  tests in an attempt to circumvent the security mechanisms
of the system. The elapsed time devoted to .testing shall be at least three
months and need not exceed six months. There shall be no fewer than fifty
hands-on hours per team member spent carrying out system developer-defined
tests and test team-defined tests.
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APPENDIX A

Commercial Product Evaluation Process

“Depar~ment of Defense Trusted Computer System Evaluation criteria” forms the basis
upon which the National Computer security Center will carry out the commercial computer
security evaluation process. This process is focused on commercially produced and
supported general-purpose operating system products that meet the needs of government
departments and agencies. The formal evaluation is aimed at “off-the-shelf” commercially
supported products and is completely divorced from any consideration of overall system
performance. potential applications. or particular processing environments. The evaluation
provides a key input to a computer system security approval/accreditation. However, it
does not constitute a complete computer system security evaluation. A complete study
(e.g.. as in reference [22] I must consider additional factors dealing with the system in its
unique environment. such as it’s proposed security mode of operation, specific users,
applications, data sensitivity, physical and personnel security, administrative and procedural
securit}’. TEMPEST. and communications security.

The product evaluation process carried out by the National Computer Security Center has
three distinct elements:

+ Preliminary Product Evaluation - An informal dialogue between a vendor and the
Center in which technical information is exchanged to create a common
understanding of the vendor’s product. the criteria, and the rating that may be
expected to result from a formal product evaluation.

“ Formal Product Evaluation - A formal evaluation. by the Center, of a product that
is a~railable to the DoD. and that results in that product and its assigned rating
being placed on the Evaluated Products List.

● Evaluated Products List - A list of products that have been subjected to formal
product evaluation and their assigned ratings.

Preliminary Product Evaluation

Since it is generally very difficult to add effective security measures late in a product’s life
cycle. the Center is interested in working with system vendors in the early stages of product
design. A preliminary product evaluation allows the Center to consult with computer
vendors on computer security issues found in products that have not yet been formally
announced.
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A preliminary evaluation is typically initiated by computer system vendors who are planning
new computer products that feature security or major security-related upgrades to existing
products. After an initial meeting between the vendor and the Center, appropriate
non-disclosure agreements are executed that require “the Center to maintain the
confidentiality of any proprietary information disclosed to it. Technical exchange meetings
follow in which the vendor provides details about the proposed product (particularly its
internal designs and goals) and the Center provides expert feedback to the vendor on .
potential computer security strengths and weaknesses of the vendor’s design choices. as well
as relevant interpretation of the criteria. The preliminary evaluation is typically terminated
when the product is completed and ready for field release by the vendor. Upon
termination. the Center prepares a wrap-up report for the vendor and for internal
dis~ribution within the Center. Those reports containing proprietary information are not
available to the public.

During preliminary evaluation, the vendor is under no obligation to actually complete or
market the potential product. ,The Center is, likewise. not committed to conduct a formal
product evaluation. A preliminary evaluation may be terminated by either the Center or the
vendor when one notifies the other, in writing, that it is no longer advantageous to continue
the evaluation.

Formal Product Evaluation

The formal product evaluation provides a key input to certification of
for use in National Security Establishment applications and is the sole
being placed on the Evaluated Products List.

a computer system
basis for a product

A formal product evaluation begins with a request by a vendor for the Center to evaluate a
product for which the product itself and accompanying documentation needed to meet the
requirements defined by this publication are complete. Non-disclosure agreements are
executed and a formal product evaluation team is formed by the Center. An initial meeting
is then held with the vendor to work out the schedule for the formal evaluation. Since
testing of the implemented product forms an important part of the evaluation process.
access by the evaluation team to a working version of the system is negotiated v’ith the
vendor. Additional support required from the vendor includes complete design
documenta~ion. source code. and access to vendor personnel who can answer detailed
questions about specific portions of the product. The evaluation {earn tests the product
against each requirement, making any necessary interpretations of the criteria with respect
to the product being evaluated.

The evaluation team writes a final report on their findings about the system. The report is
publicly available (containing no proprietary or sensitive information) and contains the
overall class rating assigned to the system and the details of the evaluation team’s findings
when comparing the product against the evaluation criteria. Detailed information
concerning vulnerabilities found by the evaluation team, as each is found, is furnished to the
system developers and designers so that the vendor has a chance to eliminate as many of
them as possible prior to the completion of the Formal Product Evaluation. Vulnerability
analyses and other proprietary or sensitive information are controlled within the Center
through the Vulnerability Reporting Program and are distributed only within the U.S.
Government on a strict need-to-know and non-disclosure basis. and to the vendor.
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APPENDIX B

Summary of Evaluation Criteria Divisions

.

The di~isions of s!’stems recognized under the trusted computer system evaluation criteria
are a5 fOllOUj. Each di~ision represents a major improvement in the overall confidence one
can place in [he system to protect classified and other sensitive information.

Division (D): Nlinimal Protection

This di~ision con[ains on]! one class. It is reserved for those systems that have been
e~a]ua[ed bu~ ~hal fail to rnee~the requirements for a higher evaluation class.

Di~ision (C): Discretionary Protection

Classes in ~his division prolide for discretionary (need-to-know) protection and. through the
inclusion of audi[ capabilities. for accountability of subjects and the ac~ions they initiate.

I)i}kion (B): !klandatory Protection

The notion of a TCB tha[ preser\’es the in[egrity of sensitivity labels and uses them to
enforce a se[ of mandator} access corurol rules is a major requirement in this division.
S!stems in [his ditision must carr) the sensitivity labels with major data structures in the
s!slem. The s}s[enl developer also provides the securit>- polic!$ model on which the TCB is
based and furnishes a specifica~ion of the TCB. Evidence must be provided to demons~rate
tha~ the reference monitor concept has been implemented.

Di~ision (A): Verified Protection

This di~’ision is charac~erized by the use of formal security verification methods to assure
that the mandator}’ and discretionary securi~y controls employed in the system can
effectively protect classified or other sensitive informa~ion stored or processed by the
system. Extensive documen~ation is required to demonstrate that the TCB mee~s the
securi~y requirements in all aspects of design. development and implementation.
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APPENDIX C

Summary of Evaluation Criteria Classes

.

The classes of systems recognized under
as follo~$s. The!are presented in the
securil} point of viev.

~Class (D): IUinimal Protection

This class is reserved for those s}”stems

the trusted computer system evaluation criteria are
order of increasing desirabli[y from a computer

that have been evaluated but tha~ fail to meet the
requirements for a higher evaluation class.

Class (Cl): Discretionary Securitv Protection.

The Trus[ed Computing Base (TCBI of a class (C 1) system nominally satisfies the
discre~ionar} securit!’ requirements by providing separation of users and data. It
incorporates some form of credible controls capable of enforcing access limitations on an
individual basis. i.e.. ostensibly suitable for allowing users to be able to protect project or
pri~ate information and to keep other users from accidentally reading or destroying their
data. The class [Cll environment is expected to beone of cooperating users processing data
al the same level:s ! of sensiti~’it!.

Class (C2): Controlled Access Protection

Systems in this class enforce a more fine]}’grained discretionary access control than (C1j
systems. making users indi\iduall! accountable for their actions through login procedures.
auditing of securi~>-relevant events. and resource isolation.

Class (Bl): Labeled Security Protection

Class (B 1) systems require all the features required for class (C2). In addition. an informal
statement of the security polic!’ model. data labeling. and mandatory access control over
named subjects and objects must be present. The capability must exist for accurately
labeling expor~ed information. An)- flaws identified by testing must be removed.
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Class (B2): Structured Protection

Class Summary

In class (B21 systems. the TCB is based on a clearly defined and documented formal security
policy model that requires the discretionary and mandatory access control enforcement
found in class (B I ) systems to be extended to all subjects and objects in the ADP system.
In addition, covert channels are addressed. The TCB must be carefully structured into
protection-critical and non-protection-critical elements. The TCB interface is well-defined
and the TCB design and implementation enable it to be subjected to more thorough testing ‘
and more complete review, Authentication mechanisms are strengthened. trusted facility
management is provided in the form of support for system administrator and operator
functions, and stringent configuration management controls are imposed. The system is
relatively resistant to penetration.

Class (B3): Security Domains

The class (B3) TCB must satisfy the reference monitor requirements that it mediate all
accesses of subjects to objects. be tamperproof, and be small enough to be subjected to
analysis and tests. To this end, the TCB is structured to exclude code not essential to
security policy enforcement. with significant system engineering during TCB design and
implementation directed toward minimizing its complexity. A security administrator is
supported. audit mechanisms are expanded to signal security-relevant events. and system
recovery procedures are required. The system is highly resistant to penetration.

Class (A 1): Verified Design

Systems in class [A 1) are functionally equivalent to those in class !B3) in that no additional
architectural features or policy requirements are added. The distinguishing feature of
systems in this class is the analysis derived from formal design specification and verification
techniques and the resulting high degree of assurance that the TCB is correctly
implemented. This assurance is developmental in nature. starting with a formal model of
the security policy and a formal top-level specification (FTLS) of the design. In keeping
with the extensive design and development ana!ysis of the TCB required of systems in class
(A I). more stringent configuration management is required and procedures are established
for securely distributing the system to sites. A system security administrator is suppcr~ed.

---
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APPENDIX D

Requirement Directory

This appendix lists requirements defined in “Department of Defense Trusted Computer
System E\.aluation  Criteria” alphabetically rather than by class. It is provided to assist in
follob’ing  the evolution of a requirement through the classes. For each requirement, three
tyvpes  of crrteria  may be present. Each will be preceded by the word: NEW. CHANGE, or
ADD to indicate the following:

.VEW Any criteria appearing in a lower class are superseded by the criteria that

CH.il.i'GE.

ADD.

Abbreviations

fOllOH  1

The criteria that follow  have appeared in a lower class but are changed for
this class. Highlighting is used to indicate the specific changes to previously
stated criteria.

The criteria that follow have not been required for any lower class, and are
added in this class to the previously stated criteria for this requirement.

are used as follows:

f So Requirement I This requirement is not included in this class.

(So Additional Requirements) This requirement does not change from the
previous class.

The reader is referred to Part I of this document when placing new criteria for a
requirement into the complete context for that class.

Figure 1 provides a pictorial summary of the evolution of requirements through the classes.
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Audit
Cl:

c2:

Bl:

BZ:

B3:

Al:

Requirement Directory

NR.

NEW: The TCB shall be able to create, maintain, and protect from modification or
unauthorized access or destruction an audit trail of accesses to the objects it protects.
The audit data shall be protected by the TCB so that read access to it is limited to
those who are authorized for audit data. The TCB shall be able to record the
following types of events: use of identification and authentication mechanisms,
introduction of objects into a user’s address space (e.g., file open, program initiation),
deletion of objects. actions taken by computer operators and system administrators
and/or system security officers, and other security relevant events. For each recorded
event. the auditrecord shall identify: date and time of the event, user, type of event,
and success or failure of the event. For identification/authentication events the origin
of request (e.g., terminal ID) shall be included in the audit record. For events that
introduce an object into a user’s address space and for object deletion events the audit
record shall include the name of the object. The ADP system administrator shall be
able to selectively audit the actions of any one or more users based on individual
identity.

CHAYGE For events that introduce an object into a user’s address space and for
object deletion events the audit record shall include the name of the object and the
object’s security level. The ADP system administrator shall be able to selectively
audit the actions of any one or more users based on individual identity and/or object
security level.

ADD: The TCB shall also be able to audit any override of human-readable output
markings.

ADD: The TCB shall be able to audit the identified events that may be used in the
exploitation of covert storage channels.

ADD: The TCB shall contain a mechanism that is able to monitor the occurrence or
accumulation of security auditable events that may indicate an imminent violation of
security policy. This mechanism shall be able to immediately notify the security
administrator when thresholds are exceeded, and, if the occurrence or accumulation of
these security relevant events continues. the
action to terminate the event.

.&‘A  R.

system shall take the least disruptive

Configuration Management
Cl: NR.

C2: h-R.

Bl: XR.

B2: NEW During development and maintenance of the TCB, a configuration management
system shall be in place that maintains control of changes to the descriptive top-level
specification, other design data, implementation documentation, source code, the
running version of the object code, and test fixtures and documentation. The
configuration management system shall assure a consistent mapping among all
documentation and code associated with the current version of the TCB. Tools shall
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be provided for generation of a new version of the TCB from source code. Also
available shall be tools for comparing a newly generated version with the previous
TCB version in order to ascertain that only the intended changes have been made in
the code that will actually be used as the new version of the TCB.

B3: NAR.
.

Al: CHANGE: During the entht? life-cycle, i.e., daringthe design, development, and
maintenance of the TCB, a cordlguration management system shall & in place for ●ll
security-relevant hardware, firmware, ●nd software that maintains control of changes
to the formal model, the descriptive ●nd formaltop-level spdflcatioas, other design
data. implementation documentation, source code, the nmning version of the object
code, and test fixtures and documentation. Also available shall be tools, maintained
ander strict configuration control, for comparing a newly generated version with the
previous TCB version in order to ascertain that only the intended changes have been
made in the code that will actually be used as the new Version of the TCB.

ADD: A combination of technical, physical, and procedural safeguards shall be used to
protect from unauthorized modification or destruction the master COPY or copies of all
material used to generate the TCB.

Covert Channel Analysis

cl:

C2:

Bl:

B2:

B3:

Al:

NR.

NR.

NR .

NEW: The system developer shall conduct a thorough search for covert storage
channels and make a determination (either by actual measurement or by engineering
estimation ) of the maximum bandwidth of each identified channel. (See the Covert
Channels Guideline section. )

CHANGE:The system developer shall conduct a thorough search for covert channels
and make a determination (either by actual measurement or by engineering estimation)
of the maximum bandwidth of each identtled channel.

ADD: Formal methods shall -be used in the analysis.

Design Documentation

cl:

C2:

Bl:

NEW: Documentation shall be available that provides a description of the
manufacturer’s philosophy of protection and an explanation of how this philosophy is
translated into the TCB. If the TCB is composed of distinct modules, the interfaces
between these modules shall be described.

NAR.

ADD: An informal or formal description of the security policy model enforced by the
TCB shall be available and an explanation provided to show that it is sufficient to
enforce the security policy. The specific TCB protection mechanisms shall be
identified and an explanation given to show that they satisfy the model.
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B2: CHANGE: The interfaces between the ‘1’CB‘modules shall be described. A formal
description of the security policy model enforced by the TCB shalI be available and
pro~en thatit is stilcient to enforce the security policy.

ADD: The descriptive top-level specifkation (DTLS) shall be shown to be an accurate
description of the TCB interface. Documentation shall describe how the TCB
implements the reference monitor concept and give ~ explanation why it is tamper
resistant, cannot be bypassed, and is correctly implemented. Documentation shall “
describe how the TCB is structured to facilitate testing and to enforce least privilege.
This documentation shall also present the results of the covert channel ana)ysis and
the tradeoffs involved in restricting the channels. All auditable events that may be
used in the exploitation of known covert storage channels shall be identified. The
bandwidths of known covert storage channels, the use of which is not detectable by
the auditing mechanisms, shall be provided. (See the Covert Channel Guideline
section.)

B3: ADD: The TCB implementation (i.e., in hardware, firmware, and software) shall he
informally shown to be consistent with the DTLS. The elements of the DTLS shail be
shown, using informal techniques, to correspond to the elements of the TCB.

A 1: CHANGE: The TCB implementation (i.e., in hardware, firmware, and software) shall
be informally shown to be consistent with the formaltq-level specification(FTLS).
The elements of the FTLS shall be shown, using informal techniques, to correspond
to the elements of the TCB.

.

ADD: Hardware, firmware, and software mechanisms not dealt with in the FI’LS but
strictly internal to the TCB (e.g., mapping registers, direct memory access 1/0) shall
be clearly described.

Design Specification and Verification

Cl: NR.

C2: NR.

B1: NEW: An informal or formal model of the security policy supported by the TCB shall
be maintained over the life cycle of the ADP system and demonstrated to be consistent
with its axioms.

B2: CHANGE: A formal model of the security policy supported by the TCB shall be “
maintained over the life cycle of the ADP system that is proven consistent with its
axioms.

ADD: A descriptive top-level specification (DTLS) of the TCB shall be maintained that
completely and accurately describes the TCB in terms of exceptions, error messages,
and effects. It shall be shown to be an accurate description of the TCB interface.

B3: ADD: A convincing argument shall be given that the DTLS is consistent with the
model.

A!: CHANGE: The FTLS shall be shown to be an accurate description of the TCB
interface. A convincing argument shall be given that the DTLS is consistent with the
model ●nd a combination of formal and informal techniques shall be used to show
that the FTLS is consistent with the model.
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ADD: A formal top-level specification (FIZS) of the TCB shall be rnakmind that
accuratelydescribesthe KB in terms of exceptions,error messages,and effects. The
DTLS and FTLS shall include those components of the TCB that are implemented as
hardware and/or firmware if their properties are visible at the TCB interface. Th$
verification evidence shall be consistent with that provided within the state-of-the-art
of the particular National Computer Sccunty Center-endorsed formal specifkation and
verification system used. Manual or other mapping of the HIS to the TCB source
code shall be performed to provide evidence of correct implementation.

Device Labels

Cl: NR.

C2: NR. --

Bl: NR.

B2: NEW: The TCB shall support the assignment of minimum and maximum security levels
to all attached physical devices. These security levels shall be used by the TCB to
enforce constraints imposed by the physical environments in which the devices are
located.

B3: NAR.

Al: hAR.

Discretionary Access Control .“
c!:

C2:

Bl:

B2:

B3:

NEW: The TCB shall define and control access between named users and named
objects (e.g., files and programs) in the ADP system. The enforcement mechanism
(e.g., self/group/public controls, access control lists) shall allow users to specify and
cent rol sharing of those objects by named individuals or defined groups or both.

C’HANGE: The enforcement mechanism (e.g., self/group/public controls, access control
lists ) shall allow users to specify and control sharing of those objects by named
individuals, or defined groups of individuals, or by both, and shall provide controls
to limit propagation of access rights.

ADD. The discretionary access control mechanism shall, either by explicit user action
or by default, provide that objects are protected from unauthorized access. ~ese
access cent rols shall be capable of including or excluding access to the granularity of a
single user. Access permission to an object by users not already possessing access
permission shall only be assigned by authorized users.

NAR.

NAR.

CHANGE: The enforcement mechanism (e.g., ●ccess control lkts) shall allow users to
specify and control sharing of those objects, and shall provide controls to limit
propagation of access
each named object,
individuals with their

rights. These access controls shall
a list of named individuals ●nd
respective modes of access to that

be capabk of specifying, for
a list of groups of named
object .
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.

ADD: Furthermore, foreach such named object, itshall bcpossible tospecify a list
of named individuals and a list of groups of MmCCJindividuals for Which no access to
the object is to be given. ..

Al: NAR.
-

..

Exportation of Labeled Information

cl:

C2:

Bl:

B2:

B3:

Al:

NR. ,,

NR.

NEW: The TCB shall designate each communication channel and 1/0 device as either
single-level or multilevel. Any change in this dcsigmtion shall be done manually and
shall be auditable by the TCB. The TCB shall maintain and be able to audit any
change in the security level or levels associated with a communication channel or 1/0
device.

NAR.

NAR.

NAR.

Exportation to Multilevel Devices

cl:

C2:

Bl:

02:

B3:

Al:

NR.

NR.

NEW: When the TCB exports an object to a multilevel I/O device, the sensitivity label
associated with that object shall also be exported and shall reside on the same physical
medium as the exported information and shall be in the same form (i.e., machine-
readable or human-readable form). When the TCB exports or imports an object over
a multilevel communication channel, the protocol used on that channel shall provide

.’

for the unambiguous pairing between the sensitivity labels and the associated
information that is sent or rccelved.

NAR.
.

NAR.

NAR.

Exportation to Single-Level Devices
Cl: NR.

C2: NR.

BI: NEW: Single-level 1/0 devices and single-level

!

.

communication channels are not
required to maintain the sensitivityy labels of the information they process. However,
the TCB shall include a mechanism by which the TCB and an authorized user reliably
communicate to designate the single swurity level of information imported or exported
via single-levelcommunication channels or 1/0 devices.

.. . .
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.

B2: NAR.

B3: NAR.

Al: NAR.

Identification and Authentication

C 1: NEW: The TCB shall require users to identify themselves to it before beginning to
perform any other actions that the TCB is expected to mediate. Furthermore, the
TCB shall use a protected mechanism (e.g., passwords) to authenticate theuser’s
identity. The TCB shall protect authentication data so that it camot be accessed by
anyumuthorized user.

C2: ~DD:The TCBs~all beableto enforce individual accountability byprovidingthc
capability to uniquely identify each individual ADP system user. The TCB shall also
provide the capability of associating this identity with allauditable actions taken by
that individual.

B1: CHANGE: Furthermore, the TCB shall maintain authentication data that includes
information for verifying the identity of individual users (e.g., passwords)as well as
information for determining the clearance ●nd authorizations of individual users.
This data shall be used bythe TCBtoauthenticate theuser's identity andto ensare
that the security Ieveland authorizations of sabjects external tothe TCB that may
be created to act on behalf of the individual user predominated by the clearance
and authorization of that user.

B~: NAR.

B3: NAR.

Al: NAR.

Label Integrity

Cl: NR.

C2: NR.

Bl: NEW: Sensitivity labels shall accurately represent security levels of the specific subjects
or objects with which they are associated. When exported bythe TCB, sensitivity
labels shall accurately and unambiguously represent theinternal labels and shall be
associated with the information being exported.

B2: NAR.

B3: NAR.

Al: NAR.
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Labeling Human-Readable Output

cl:
C2:

Bl:

132:

B3:

Al:

NR.

NR.

NEW: The ADP system administrator shall be able to specify the printable label names
associated with exported sensitwity labels. The TCB shall mark the beginningand end

of all human-readable, paged, hardcopy output (e.g., line printer output) with hurrtan-
rcadable sensitivityy labels that properly I represent the scnsitivity of the output. The
TCB shall, by default, mark the top and bottom of each page of human-readable,
paged, hardcopy output (e.g., line printer output) with human-readable sensitivity -
labels that properly 1 represent the overall sensitivity of the output or that properly!
represent the sensitivity of the information on the page. The TCB shall, by default
and in an appropriate manner, mark other forms of human-readable autput (e.g.,
maps, graphics) with human-readable scnsitivit y labels that properly 1 represent the
sensitivityy of the output. Any override of these marking defaults shall be auditablc by
the T“CB.

NAR.

A?AR.

NAR.

Labels

cl:

C2:

B]:

B2:

B3:

Al:

NR.

NR.

NEW: Sensitivity labels associated

.“<-.

w’
,,.’

. . .. .,

with each subject and storage object under its
control (e.g., process, file, segment, device) shall be maintained by the TCB. These
labels shall be used as the basis for mandatory access control decisions. In order to
import non-labeled data, the TCB shall request and receive from an authorized user
the security level of the data, and all such actions shall be auditable by the TCB.

CHANGE: Sensitivityy labels associated with each ADP system resource (e.g., subject,
storage object, ROM) that is directiy or indirectly accessible by subjects external
to the TCB shall be maintained by the TCB.

NAR.

NAR.

Mandatory Access Control

Cl: NR.

C2: NR.

‘ ‘I’hehierarchical classification component in human-readable sensitivity labels shall be equal to the greatest
hierarchicalclassificationof any of the lnforrnationin the output that the labels refer to; the
non-hierarchical category component shall include all of the non-hierarchical categoriesof the information
in the output the labels refer to, but no other non-hierarchical categories.

.

-.. . . . . -----
--
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B1: NEW: The TCB shall enforce a mandatory access control
storage objects under its control (e.g., processes, files,
subjects and objects shall be assigned sensitivity labels

~~ :

B3:

Al:

103

policy over aIl subjects and
segments, devices). These
that are a combination of

hierarchical classification levels and non-hierarchical categories, and the labels shall be
used as the basis for mandatory access control decisions. ~c TCB shall be able to
support two or more such security levels. (See the Mandatory Access Control
guidelines. ) The following requirements shall hold for all accesses between subjects
and objects controlled by the TCB: A subject can read an object only if the
hierarchical classifkation in the subject’s security level is greater than or qua] to the
hierarchical classification in the object’s security lCVCI and the non-hierarchical
categories in the subject’s security level include all the non-hierarchical categories in
the object’s security level. A subject can write an object only if the hierarchical
classification in the subject’s security level is less than or equal to the hierarchical
classification in the object’s secun-tylevel and all the non-hierarchical categories in the
subject’s security level are included in the non-hierarchical categories in the object’s
security level. Identification and authentication data shall be used by the TCB to
authenticate the user’s identity and to ensure that the security level and authorization
of subjects external to the TCB that may be created to act on behalf of the individual
user are dominated by the clearance and authorization of that user.

CHANGE: The TCB shall enforce a mandatory access control policy over all resoarces
(i.e., subjects, storage objects, and 1/0 devices) that ●re directly or indirectly
accessible by subjects external to the TCB. The following requirements shall hold
for all accesses between all subjects external to the TCB and all objects directly or
indirectly accessible by these subjects:

NAR.

NAR.

Object Reuse

cl:

C2:

Bl:

B2:

B3:

NR.

NEW’: All authorizations to the information con(ained with~ a storage object s~ll be

revoked prior to initial assignment. allocation or reallocation to a subject from the
TCB’s pool of unused storage objects. No information, including encrypted
representations of information. produced by a prior subject’s actions is to be available
to any subject that obtains access to an object that has been released back to the
system.

NAR.

NAR.

NAR.

Al: NAR.
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Security Features User’ s Guide
Cl : NEW: A single summary, chapter, or manual in user documentation shall describe the

protection mechanisms provided by the TCB, guidelines on their use, and how they
interact with one another.

C2: NAR.
_  ’

B1: NAR.
B2: NAR.
B3: NAR.
Al: NAR.

Security Testing
Cl:

c2:

Bl:

B2:

B3:

Al:

NEW: The security mechanisms of the ADP system shall be tested and found to work
as claimed in the system documentation. Testing shall be done to assure that there are
no obvious ways for an unauthorized user to bypass or otherwise defeat the security
protection mechanisms of the TCB. (See the Security Testing guidelines.)
ADD: Testing shall also include a search for obvious flaws that would allow violation
of resource isolation, or that would permit unauthorized access to the audit or
authentication data.
NEW: The security mechanisms of the ADP system shall be tested and found to work
as claimed in the system documentation. A team of individuals who thoroughly
understand the specific implementation of the TCB shall subject its design
documentation, source code, and object code to thorough analysis and testing. Their
objectives shall be: to uncover all design and implementation flaws that would permit
a subject external to the TCB to read, change, or delete data normally denied under
the mandatory or discretionary security policy enforced by the TCB; as well as to
assure that no subject (without authorization to do so) is able to cause the TCB to
enter a state such that it is unable to respond to communications initiated by other
users. All discovered flaws shall be removed or neutralized and the TCB retested to
demonstrate that they have been eliminated and that new flaws have not been
introduced. (See the Security Testing Guidelines.)
CHANGE: All discovered flaws shall be corrected and the TCB retested to demonstrate
that they have been eliminated and that new flaws have not been introduced.
ADD: The TCB shall be found relatively resistant to penetration. Testing shall
demonstrate that the TCB implementation is consistent with the descriptive top-level
specification.

,

CHANGE: The TCB shall be found resistant to penetration.
ADD: No design flaws and no more than a few correctable implementation flaws may
be found during testing and there shall be reasonable confidence that few remain.
CHANGE: Testing shall demonstrate that the TCB implementation is consistent with
the formal top-level specification.
ADD: Manual or other mapping of the FITS to the source code may form a basis for
penetration testing.
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Subject Sensitivity Labels -”.
cl: hR.

C2: .$”R.

Bl: hi?.

B2: .f’~~”: The TCB shall immediately notify a terminal user of each change in the security
level associated wi~h that user during an interactive session. A terminal user shall be
able 10 quer!. the TCB as desired for a display of the subject’s complete sensitivity
label.

B3: .$-.4R.

Al: ,!’AR.
.

System Architecture
.4’EW: The TCB shall maintain a domain for its own execution that protects it from
external interference or tampering (e. g.. by modification of its code or data
structures I. Resources controlled b} the TCB may be a defined subset of the subjects
and objec~s in the ADP s}stem.

ADD. The TCB shall isolate the resources to be protected so that they are subject to
the access con~rol and auditing requirements.

ADD. The TCB shall maintain process isolation through the
address spaces under its control.

,47EJJ’;The TCB shall maintain a domain for its own execution
external interference or tampering (e. g.. by modification

provision of distinct

that protects it from
of its code or data

slructures~. The TCB shall maintain process isolation through the provision of
distinct address spaces under its control. The TCB shall be internally structured into
well-defined large]! independent modules. It shall make effective use of available
hardware to separa~e those elements that are protection-critical from those that are
no~. The TCB modules shall be designed such that the principle of leas~ privilege is
enforced. Fea~ures in hardware. such as segmentation. shall be used to support
logical]! dis~inct s{orage objects with separate attributes (namel~: readable, vvriteable).
The use: iri~e:face [o the TCB shall be completely defined and all elements of the TCB
idcn~ified.

ADD. The TCB shall be designed and structured to use a complete. conceptually
simple protection mechanism with precisely defined semantics. This mechanism shall
pla~ a cen~ral role in enforcing the internal structuring of the TCB and the system.
The .TCB shall incorporate significant use of layering. abstraction and data hiding.
Significant system engineering shall be directed toward minimizing the complexity of
the TCB and excluding from the TCB modules that are not protection-critical.

.VAR .
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System Integrity
Cl: NEW: Hardware and/or software features shall be provided that can be used to

p‘eriodically  validate the correct operation of the, on-site hardware and firmware
elements of the TCB.

C2: NAR.

Bl: MR.

B2: NAR.

B3: YAR.

Al: ,VAR.

Test Documentation
C 1: NEW: The system developer shall provide to the evaluators a document that describes

the test plan. test procedures that show how the security mechanisms uere tested. and
results of the security mechanisms’ functional testing.

C2: !VAR.

B2: ADD: It shall include results of testing the effectiveness of the methods used to reduce
covert channel bandwidths.

B3: YAR.

Al: ADD: The results of the mapping between the formal top-level specification and the
TCB source code shall be given.

Trusted Distribution
Cl:

c2:

Bl:

BZ:

B3:

Al:

NR.

NR.

KR.

3-R.

3.R.

NEW  A trusted ADP system control and distribution facility shall be provided for
maintaining the integrity of the mapping between the master data describing the
current version of the TCB and the on-site master copy of the code for the current
version. Procedures (e.g., site security acceptance testing) shall exist for assuring that
the TCB software, firmware, and hardware updates distributed to a customer are
exactly as specified by the master copies.
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Trusted Facility Nfanagement

cl:
c::

Bl:

B::

B~:

Al:

.$”/t,

.4-R.

,4’R.

.t”~l;” The TCB ~hd]l ~uppor[ separa~e operator and adminis~ra~or functions.

.~llf). The func~ion> performed in the role of a security administrator shall be
identified. The ADP s}stem adminis~rative personnel shall only be able to perform
securi~! adminis~ra~or functions after taking a distinct auditable action to assume the
>ecuri~} adminis~rator role on the ADP s}stem. Non-securit) functions that can be
performed in the securi~)’ administration role shall be limited strictl~’ to those essential
10 performing [he securi~) role effectivel)”.

.
.1’.4//

Trusted Facilit} klanual

.\ Eli A manu~l addre~~ed [o the ADP s}stem administrator shall present cautions
tiboul func~ion~ and priii;eges tha~ should be controlled When running a secure
I-dil:ll)

.-lfll) The procedures for ex~mining and maintaining the audi[ files as well as the
dti.i]ltd ~ud]t record ~~ruc~urefor e~ch ~}pe of audi~ even~ shall be given.

4DD The miinual ~hal; describe ~he operator and administrator func~ions related to
>L?CUil[}.10 include chdnging the securitj” characteristics of a user. It shall provide
guldeilne~ on the consis~ent and effec~iJe use of the pro~ection features of the system,
hou ~he} interacl. ho~~ [o secure]) generate a nev< TCB. and facilit~’ procedures.
wdr:ling>. and prllilege> ~ha~need to be con~rolled in order to operate the facilitj- in a
secure nun:lt:.

4DD The TCB nlodu!c> {ha~ con~ain the reference f“alida~ion mechanism shall be
]dt:l~lf]tJ. The procedure> for >ecure generation of a new TCB from source after
nmdl:”i~ti~lc~::of ~n~,nmdu!es in ~he TCB shall be described.

.4DD. 1[ sh~l; ln~;udc [he procedures to ensure tha{ the s!>stem is inilial]!’ started in a
5CcUrr n;,l:l:?e: Procedures sh~ll also be included [o resume secure s)s~em operation
afle: 2:1! i:p>e in S)slenl Optriilion.

.1’.4R,

Trusted Path

cl: .\”/?.

C?; .!”R.

B1 .1’//.

B2: .f”Il!’. l-he TCB sh~;! suppor~ a ~rus~ed communication path between itself and user
for Inilia! logln and au~hen~ica~ion, Communications via this path shall be initiated
exclusifrel} b} a user.



108 Requirement Directory

B3: CHANGE: The TCB shall support a trusted communication path between itself and
users for use when a positive TCB-to-user connection is required (e.g., login,
change subject security level). Communications via this trusted path shall be
activated exclusively by a user or the TCB and shall be Ioeically  isolated and--e-----
unmistakably distinguishable from other paths.

~1: NAR.

Trusted Recovery
Cl: XR.
c2: ,M. .

Bl: NR.

B2: NR.
B3: .WW: Procedures and;or  mechanisms shall be provided to assure that. after an ADP

system failure or other discontinuity. recovery without a protection compromise is
obtained.

A l :  ,VAR.
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GLOSSARY

Access - A specific type of interaction be~weena subject and an object tha~ results in the
flou of information fromone-to the other.

.~pprowal Accreditation - The official authorization that is granted to an ADP system to
p:oce~s scn~i~iie information in its operational environment. based upon
comprehensive securl~} evaluation of the system’s hardware, firmware, and software
securl~! design. configuration. and implementation and of the other system
procedural. adminis~rati~e. ph)-sical. TEMPEST. personnel, and communications
SeCUilI} contro!~.

.~udit Trail - + ~t~ ot’record> [hat collecti~el! pro~”idedocumentary evidence of processing
ustd IC) aid in ~~d~]ll~ from original transactions forward to related records and
repor~~. and or backvard> from records and reports to their component source
Transactions. “ “

Authenticate - To es~abli>h the ialidity of a claimed identit}.

Automatic Data Processing (ADP) System - An assembl) of compu~er hardware.
firmware. and sof~llare configured for the purpose of classifying. sorting. calculating.
compuling. ~urnmarizing. ~ransmit~ing and receiving. storing. and retrieving data with
a mi:lirnum of human inter~en~ion.

Bandwidth - A charac~eris~ic of a communication channel tha~ is the amount of information
~ha~c;in be passed ~hrough i~ in a given amount of time. usuall!’ expressed in biw per
second. .“

Bell-LaPadula Jlodel - A formal state transition model of computer security policy that
de>cribes a se~ of access control rules. In this formal model. the entities in a
conlpuler s! s~em are di~ided into abstract sets of subjects and objec~s. The notion of
3 secure s[ate is dtfmcd and it is proven that each state transition preserves securitj
b} mot ing from secure s~ale to secure state: thus, inductively proving that the system
is secUW. A s}stem s~ate is defined to be “secure” if the only permitted access modes
of subjects to objec~s are in accordance with a specific security policy. In order to
delermine whether or no~ a specific access mode is allowed. the clearance of a subjec~
is compared to the classification of the object and a determination is made as 10
whether ~he subjec[ is au~horized for the specific access mode. The clearance
classification scheme is expressed in terms of a lattice. See also: Lattice, Simple
Securit) Propert}. ‘-Propert}.
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Certification - The technical evaluation of a system’s security features, made as part of and
in support of the approval/accreditation process. that establishes the extent to which
a particular computer system’s design and implementation meet a set of specified
security requirements.

Channel - An information transfer path within a system. May also refer to the mechanism
by which the path is effected.

Covert Channel - A communication channel that allows a process to transfer information in
a manner that violates the system’s security policy. See also: Covert Storage
Channel, Covert Timing Channel.

Covert Storage Channel - A covert channel that involves the direct or indirect writing of a
storage location by one process and the direct or indirect reading of the storage
location by another process. Covert storage channels typically involve a finite
resource (e.g., sectors on a disk) tha~ is shared by two subjects at different securit~’
levels.

Covert Timing Channel - A cover~ channel in which one process signals informat .... to

Data

Data

another by modulating its own use of system resources (e.g.. CPU time] in such a
way that this manipulation affects the real response time observed by the second
process.

- Information with a specific ph}sical representation.

Integrity - The state that exists when computerized data is the same as that in the
source documents and has not been exposed to accidental or malicious alteration or
destruction.

Descriptive Top-Level Specification (DTLS) - A [Gp-level specification that is written in a
natural language (e. g., English!. an informal program design notation, or a .“
combination of the two.

Discretionary Access Control - A means of restricting access to objects based on ~he
identity of subjects and/or groups to which they belong. The controls are
discretionary in the sense that a subject uith a certain access permission is capable of
passing that permission (perhaps indirect}) on to any other subject \unless restrained
by mandatory access control).

Domain - The set of objects that a subject has the ability to access.

Dominate - Security level S, is said to dominate security level S2 if the hierarchical
classification of S1 is greater than or equal to that of S2 and the non-hierarchical
categories of SI include all those of SJ as a subset.

Exploitable Channel - Any channel that is useable or detectable by subjects external to the
Trusted Computing Base,

Flaw Hypothesis Methodology - A system analysis and penetration technique where
specifications and documentation for the system are analyzed and then flaws in the
system are hypothesized. The list of hypothesized flaws is then prioritized on the
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basis of the estimated probability that a flaw actually exists and, assuming a flaw does
exist. on the ease of exploiting it and on the extent of control or compromise it
would provide. The prioritized list is usedto direct the actual testingof the system.

Flaw - An error of commission. omission, or oversight in a system that allows protection
mechanisms to be bypassed.

Formal Proof - A complete and convincing mathematical argument, presenting the full
logical justification for each proof step, for the truth of a theorem or set of
theorems. The formal verification process uses formal proofs to show the truth of
certain properties of formal specification and for showing that computer programs
satisfy their specifications.

Formal Security Poliqy Model - A mathematically precise statement of a security policy.
To be adequatel} precise. such a model must represent the initiaI state of a system.
the Way in which the system progresses from one state to another, and a definition of
a “secure” state of the system. To be acceptable as a basis for a TCB, the model
must be supported by a formal proof that if the initial state of the system satisfies the
definition of a “secure” state and if all assumptions required by the model hold, then
all future states of the system will be secure. Some formal modeling techniques
include: state transition models. temporal logic models, denotational semantics
models. algebraic specification models. An example is the model described by Bell
and LaPadula in reference [2]. See also: Bell-LaPadula Model. Security Policy
Model.

Formal Top-Level Specification (FTLS) - A Top-Level Specification that is written in a
formal mathematical language to allow theorems showing the correspondence of the
system specification to its formal requirements to be hypothesized and formally
proven.

Formal J-edification - The process of using formal proofs to demonstrate the consistency
~design ~eriflca~ion ~between a formal specification of a system and a formal security
polic} mode! or (implementation verification) between the

Front-End Security Filter - A process that is invoked to process data according to a
specified securit! polic} prior to releasing the data outside the processing
environmen~ or upon receiving data from an external source.

Functional Testing - The portion of security testing in which the advertised features of a
system are tested for correc~ operation.

General-Purpose System - A computer system that is designed to formal specification and
i~s program implementation. aid

Granularity - The relative fineness or
The phrase “the granularity of a
be adjusted to include or exclude

Lattice - A partial]! ordered set for
bound and a least upper bound.

in solving a wide variety of problems.

coarseness by which a mechanism can be adjusted.
single user” means the access control mechanism can
any single user.

which every pair of elements has a greatest lower
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Least Privilege - This principle requires that each subject in a system be granted the most
restrictive set of privileges (or lowest clearance) needed for the performance of
authorized tasks. The application of this principle limits the damage that can result
from accident. error. or unauthorized use.

Mandatory Access Control - A means of restricting access to objects based on the
sensitivity (as represented by a label)  of the information contained in the objects and
the formal authorization fi.e.. clearance\ of subjects to access information of such
sensitivity.

Multilevel Device - A device that is used in a manner that permits it to simultaneously
process data of two or more security levels without  risk of compromise. To
accomplish this. sensitivity labels are normally stored on the same physical medium
and in the same form i i.e.. machine-readable or human-readable1 as the data being
processed.

.Multilevel  Secure - A class of system containing information \Gth different sensitivities that
simultaneously permits access by users with different security clearances and needs-
to-know. but prevents users from obtaining access to information for iihish  the! lack
authorization.

Object - A passive entity that contains or receives information. Access to an object
potentially implies access to the information it contains. Examples of objects are:
records. blocks. pages. segments. files. directories. directory trees. and programs. as
uell as bits. bytes. uords. fields. processors. video displays. keyboards. clocks.
printers. network nodes. etc.

Object Reuse - The reassignment to some subject of a medium (e.g.. page frame. disk
sector. magnetic tape! that contained one or more objects. To be securely reassigned.
such media must  contain no residual data from the pre\iously  contained object 5

Output - Information that has been exported b! a TCB.

Pasword - A private character string that is used to authenticate an idemit!.

Penetration Testing - The portion of security testing in which the penetrators attempt to
circumvent the security features of a system. The penetrators may be assumed to use
all system  design and imp!ementation  documentation. which may include listing of
system source code. manuals. and circuit diagrams. The penetrators work under no
constraints other than those that would be applied to ordinary users.

Process - A program in execution. It is completely characterized b!. a single current
execution point [represented by the machine state) and address space.

Protection-Critical Portions of the TCB - Those portions of the TCB whose normal
function is to deal with the control of access between subjects and objects.

Protection Philosophy - .4n informal description of the overall design of a system that
delineates each of the protection mechanisms employed. A combination [appropriate
to the evaluation class\ of formal and informal techniques is used to show that the
mechanisms are adequate to enforce the security policy.
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Read - A fundamental operation that results only in the flow of information from an object
to a subject.

Read Access - Permission to read information.

Read-Only Memory (ROM) - A storage area in which the contents can be read but not
altered during normal computer processing.

Reference Monitor Concept - An access control concept that refers to an abstract machine
that mediates all accesses to objects by subjects.

Resource - Anything used or consumed while performing a function. The categories of
resources are: time, information, objects (information containers). or processors (the
ability to use information). Specific examples are: CPU time: terminal connect time;
amount of directly-addressable memory; disk space; number of I/O requests per
minute. etc.

Securit! Kernel - The hardware. firmware. and software elements of a Trusted Computing
Base that implement the reference monitor concept. It must mediate all accesses, be
protected from modification. and be verifiable as correct.

Securit!  Level  - The combination of a hierarchical classification and a set of
non-hierarchical categories that represents the sensitivity of information.

Securit!  Polic! - The set of laws. rules. and practices that regulate how an organization
manages. protects. and distributes sensitive information.

Securit!,  PoIic! !Model  - An informal presentation of a formal security policy model.

Security Relevant Event - Any event that attempts to change the security state of the
system. ‘e.g.. change discretionary access controls. change the security level of the
subject. change user password. etc. 1. Also. any event that attempts to violate the
securit!  policy of the system. (e.g.. too many attempts to login,  attempts to violate
the mandatory access control limits of a device, attempts to downgrade a file. etc.).

Securit!  Testing - A process used to determine that the security,features of a system are
implemented as designed and that they are adequate for a proposed application
environment. This process includes hands-on functional testing, penetration testing.
and verification. See also: Functional Testing. Penetration Testing. Verification.

Sensitibe  Information - Information that, as determined by a competent authority. must be
protected because its unauthorized disclosure. alteration, loss, or destruction will at
least cause perceivable damage to someone or something.

Sensitivity Label - A piece of information that represents the security level of an object
and that describes the sensitivity (e.g.. classification) of the data in the object.
Sensitivity labels are used by the TCB as the basis for mandatory access control
decisions.
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Simple Security Condition - A Bell-LaPadula
access to an object only if the security
level of the object.

SingIe-Le~el Device -A device that is used to

Glossary

security model rule allowing a subject read
level of the subject dominates the security

process data ofa single security level at any
one ~ime. Since the device need EGt be trusted to separate data of different security

.

levels, sensitivity labels do not have to be stored with the data being processed.

●-Property (Star Property)- A Bell-LaPadula security model rtde allowinga subject write
access to an object only if the security level of the subject is dominated by tht
security level of the object. Also known as the Confinement Property.

Storage Object - An object that supports both read and write accesses. ‘

Subject - An active entity. generally in the form of a person, process. or device that causes
information to flow among objects or changes the system state. Technical]}. a
process~domain pair.

Subject Security Level - A subject’s security level is equal to the securit)- level Cr ‘Ae
objects to which it has both read and write access. A subject’s security levei must
always be dominated by the clearance of the user the subject is associated with.

TE.MPEST - The study and control of spurious electronic signals emitted from ADP
equipment.

Top-Level Specification (TLS) - A non-procedural description of system behavior at the
most abstract le~el. Typically a functional specification that omits all implementation
details.

Trap Door - A hidden software or hardware mechanism that permits s}”stem protection
mechanisms to be circumvented, It is activated in some non-apparent manner (e.g..
special “random” key sequence at a terminal).

Trojan Horse - A compu~er program with an apparently or actually useful function that
contains additional (hidden) functions that surreptitiously exploit the legitimate
authorizations of the invoking process to the detriment of security. For example.
making a “blind cop})” of a sensitive file for the crea~or of the Trojan Horse.

Trusted Computer System - A system that employs suff ‘ient hardware and softurare
integrity measures to allow its use for processing simultaneously a range of sensitive
or classified information.

Trusted Computing Base (TCB) - The totality of protection mechanisms within a computer
system -- including hardware, firmware, and software -- the combination of which is
responsible for enforcing a security policy. A TCB consists of one or more
components that together enforce a unified security policy over a product or system.
The ability of a TCB to correctly enforce a security policy depends solely on the
mechanisms within the TCB and on the correct input by system administrative
personnel of parameters (e.g.. a user’s clearance) related to the security policy.
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Trusted Path - A mechanism by which a person at a terminal can communicate directly
with the Trusted Computing Base. This mechanism can only be activated by the
person or the Trus~ed Computing Base and cannot be imita~ed by untrusted software.

Trusted Software - The software portion of a Trusted Computing Base.

User - An} person who interacts directly with a computer system.

Verification - The process of comparing two levels of system specification for proper
correspondence (e.g.. security policy model with top-level specification. TLS with .
source code. or source code W’ithobject code). This process may or may not be
automated.

Write - A fundamental o,pera~ion that-results only in the flow of information from a subject
[o an objec~.

\?”rite .~ccess - Permission 10 write an objec~.
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